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I INTRODUCTION

The SAT urban airshed model was originally developed for the Environmental
Protection Agency (EPA) under Contracts CPA 70-148 and 68-02-0339. Two series
of reports, entitled "Development of a Simulation Model for Estimating Ground-
Level Concentrations of Photochemical Pollutants" and "Further Development
and Evaluation of a Model for Estimating Ground-Level Concentrations of Photo-
chemical Pollutants," describe our models development and evaluation studies.
In concept, the model formulation was general, based on mass conservation rela-
tionships for a reactive species in a turbulent fluid. To implement the model,
however, we assumed that we could do the following:

> Use the gradient transport hypothesis to represent pollutant trans-
port by turbulence.

> Neglect turbulence influences on the net rate of chemical reactions.

> Neglect subgrid-scale concentration variations and their effect on
reaction rates.

Volume III discusses this threefold assumption. In addition, we made
several assumptions with regard to the treatment of various parameters in the
model. For example, we assumed that a 15-step kinetic mechanism could be used
to represent the chemical reaction processes. The nature of these assumptions
reflects not only the time and funding constraints on our work then, but also
the current understanding of the physical and chemical processes that occur in
the urban atmosphere. In this Volume, we discuss efforts carried out under the
present contract to refine further various aspects of the model and its usage.

Basically, our model refinement activities have focused on four areas:

> Chemistry-related model development activities.

> Meteorology-related model development activities.

> An evaluation of alternative techniques for integrating the species
continuity equations.

> Airshed model modification for multiday simulation.



Each of these areas is the subject of a chapter in this volume.

Chapter II discusses our efforts to improve the treatment of chemical
parameters in the model. Specifically, we began with a 39-step general-
ized kinetic mechanism and, by eliminating unimportant reactions, by
invoking the steady-state assumption, and by combining reaction steps we
derived a 31-step mechanism suitable for incorporation in the airshed model.
In addition, we examined 502 chemistry and developed an interim 10-step
reaction mechanism for describing both homogeneous and heterogeneous reac-
tions., Although this mechanism has yet to be validated using smog chamber
data, it does provide a starting point for treating SO2 chemistry in the
airshed model. We also determined the sensitivity of the kinetic model
predictions to variations in temperature, water concentration, and H202
concentration. These results provide guidance with regard to the appro-
priate treatment of the spatial and temporal variations of these parameters
in the airshed model. Finally, the chapter describes our experience to
date in using the new 31-step mechanism in an actual simulation of a smcggy
day in the Los Angeles basin.

Chapter III describes our efforts to improve the treatment of meteo-
rological parameters in the model. We examined the impact on the model
predictions of wind shear--an effect previously neglected in the model.
Upon finding that wind shear has a significant influence, we extended the
capabilities of the model to treat this parameter. In addition, we devel-
oped a methodology to derive improved diffusivity relationships (discussed
more fully in Volume III) and examined an algorithm for rendering three-
dimensional wind fields mass consistent. We gave special consideration to
the treatment of elevated temperature inversions, especially with respect
to possible importance of pollutant exchange between the stable inversion
layer and the turbulent mixed Tayer as the inversion is eroded by surface
heating.

Chapter IV presents our evaluation of alternative techniques for inte-
grating the species continuity equations. Because the governing equations
of the photochemical dispersion model are nonlinear, numerical techniques



must be employed to obtain approximate solutions. Since we must attempt to
solve large systems of coupled, nonlinear partial differential equations,
we have to be careful to choose an appropriate numerical procedure. The
two most important concerns influencing this choice are the following:

> Accurate representation of the horizontal advective transport
of pollutants.
> Efficient solution of large systems of nonlinear equations.

For this contract effort, we restricted our attention to the first of these
areas. We carried out a comparative study of various alternative techniques
that have appeared in the literature and that, if implemented in the airshed
model, would represent a means for minimizing truncation error propagation
effects. The methods examined include finite difference, particle-in-cell,
and finite element schemes. We applied each method to the same test prob-
lem, and we compared the numerical results with analytical solutions.

Chapter V summarizes our efforts to modify the airshed model for multi-
day simulations. In previous photochemical modeling studies, multiday simu-
lations have been ignored. Model applications have usually been Timited to
the simulation of daytime conditions. For example, a model run might start
at some point in the morning preceding the rush hour and extend into the

afternoon to model the buildup of O Accurate nighttime simulations are

hindered by the typically small sizg of wind speeds then and the lack of
available measurements aloft. However, multiple-day simulations may prove
to be extremely useful. For example, in the evaluation of an emission con-
trol strategy that is to be carried out in some future year, the model user
must carefully choose the initial pollutant concentration distribution to be
employed in the simulation. If a multiple-day run is made, the influence of
the initial concentrations on the predictions for the second and subsequent
days will not be as pronounced as it is on the first day. Furthermore, mul-
tiday simulations may uncover errors in the treatment of emission, meteoro-
logical, or chemical parameters that would otherwise remain unnoticed in a
relatively short term simulation. Chapter'V concludes with a presentation
of the results of a 34-hour simulation of the Los Angeles basin for CO using

the SAI model.



I1 CHEMISTRY-RELATED DEVELOPMENT STUDIES

Thomas A. Hecht

) David C. Whitney
Jody Ames

Steven D. Reynolds

One of the distinguishing characteristics of models capable of estima-
ting photochemical pollutant concentrations is that chemical reaction pro-
cesses must be represented accurately. Two pollutants treated in such
models for which air quality standards have been established, namely NO2
and 03, are not emitted from sources in appreciable quantities. These pol-
Tutants are formed in the atmosphere as the products of numerous reactions
involving NO, hydrocarbons, and a variety of free radical species. Because
of the inherent complexity of the overall reaction processes, care must be
exercised to incorporate in a photochemical .dispersion model a tractable
kinetic mechanism which embodies as much chemical reaction as possible.

In this chapter we discuss efforts to improve the treatment of the
atmospheric chemical reaction processes in the SAI airshed model. Previ-
ously, these processes were represented by a 15-step mechanism developed by
Hecht and Seinfeld (1971). Since this mechanism was developed,. however,
additional efforts have been undertaken to design improved mechanisms. One

of the most promising mechanisms to appear in the literature is that reported

by Hecht et al. (1973). This mechanism consists of 39 reaction steps and
treats four classes of hydrocarbons (paraffins, olefins, aromatics, and alde-
hydes). In general, this new mechanism seems to represent an advance of such
importance as to warrant its incorporation in the airshed model.

In the course of reviewing modeling needs with respect to atmospheric
chemistry, a number of issues were raised. These topics, which we address in
this chapter, include the following:

> Development of a computer program to facilitate the evaluation.
of kinetic mechanisms.

> Compaction of the 39-step hydrocarbon/NOX/O3 mechanism to reduce
its impact on computing time in the airshed model.



> Development of an interim mechanism for 502 reactions and
sulfuric acid formation suitable for incorporation in the
airshed model.

> Examination of spatial and temporal variations in temper-
ature, water, and H202 concentration in an urban airshed
such as the South Coast air basin to provide guidance with
respect to the treatment of these parameters in regional
models.

> Evaluation of alternative means for treating organics in
the airshed model.

> Experience gained in the use of the new kinetic mechanism
to perform an actual airshed simulation of the Los Angeles
Basin.

Each of these issues is discussed in the succeeding sections of this chapter.

A.  DEVELOPMENT OF AN AUTOMATIC COMPUTER PROGRAM
FOR THE EVALUATION OF KINETIC MECHANISMS

Once a set of reactions for the %ormation of photochemical smog has been
proposed, it is necessary to demonstrate that the mechanism is correct; i.e.,
that it is able to account for, within experimental error, the actual concen-
tration of each species present in the reaction mixture at any point during
the time span of the reaction. In its simplist form, this evaluation process
involves the formulation and solution of the set of coupled differential equa-
tions that describe the variation in the formation and consumption of each
species in the reaction mixture as a function of time. This set of equations
can be expressed as follows:

dy. J
1
dt ‘;‘Rf B

K
R . (1)
iy k=1 °©

i,k

where



Yy = the concentration of species i,

t = time,

Rf = the rate of formation of species i in reaction j of the
i,j set of J reactions in which species i is formed,

RC = the rate of consumption of species i in reaction k of

i,k the set of K-reactions in which species i is consumed.

The concentrations thus calculated can be compared with those measured experi-
mentally in the reaction mixture.

Unfortunately. the real world presents experimental, computational, and
operational obstacles to the pursuit of this simple validation scheme. Firsts
for the integrity of the reaction mixture to be preserved, the mixture must be
contained in some sort of reaction chamber, which in turn gives rise to two
side effects: 1leaks (intentional, as in sampling, or unintentional) and wall
reactions. Second, when the most efficient computer codes are used, the time
needed to solve the coupled differential equations increases as the square of
the number of species increases. Moreover, certain sets of rates lead all too
often to systems of "stiff" equations, for which the solution times can become
quite large. Finally, the urge always exists to "improve" a reaction mechanism,
no matter how closely it approximates the experimental data; the computer cgae
must allow these changes to be performed with a minimum amount of effort. In
dealing with these realities, the researcher is called upon to display his met-
tle and to tax his ingenuity. The approaches we used in this study are described

in the following subsection.

1. Treatment of Chamber Effects

With few exceptions, reaction chambers are not completely airtight. Under
normal operating conditions, this does not create a serious problem, since al-
most a1l chambers are maintained at atmospheric pressure, and since the small
amount of interchange by diffusion can usually be ignored. However, a problem



does arise when samples are removed from the chamber for analysis. Since
the species that comprise smog exist in the atmosphere in minute (1 to 1000
ppb) concentrations, sample sizes on the order of a few liters are commonly
needed to obtain enough material for an accurate analysis. Moreover, sam-
ples must be withdrawn fairly frequently during the reaction to monitor
species concentrations that are changing rapidly. As a result, it is not
unusual for 10 to 20 percent of the chamber volume to be withdrawn through
sampling procedures. The reaction simulation technique must take this
"dilution" of the reaction medium into account.

In the ideal case, the gas used to replace the samples being withdrawn
is inert with respect to the reaction (e.g., pure nitrogen in a smog system),
or it contains only reactive species whose concentrations are so large--
relative to the amounts consumed or produced by the reactions--that they can
be assumed to be constant throughout the reaction (e.g., oxygen or water
vapor in "clean" air). In this case, it is sufficient to apply a "dilution
factor" to the concentrations of all the species (inert diluent) or to those
that do not remain constant (clean air diluent). If samples of an approxi-
mately constant size are removed at reasonably uniform time intervals, the
dilution factor can be considered to be a constant, Q, and the equation for
the rate of change of the concentration of species i becomes

dy. i K

1

- = R - R - y.Q . (2)
= =

In some chamber experiments, however, the incoming medium is just the
natural atmosphere in the Taboratory, which may contain concentrations of
pollutant species as high as or higher than those being followed in the
reaction chamber. Moreover, it may be desirable in some cases to inject
pollutants or pollutant precursors deliberately into the chamber to simulate
the effect of fresh emissions on the reacting mixture. As long as the con-

centration of species i, y. , in the incoming medium is known, the effect of

in
such inflowing species on the rate equation can be easily expressed:



R -y -y ) Q. (3)

J K
=1 k=1 i,k vooom

dy .
i _
It —E:Rf.—
N i,

Unfortunately, wall effects cannot be handled as neatly. Wall absorption
is best determined by placing the species in question, A, in a "nonreactive"
environment within the chamber and following its decay with time. One can
then include within the reaction mechanism arn equation such as

Ka

A~Wall , k , (4)

with an appropriate rate constant.

Heterogeneous catalysis by the reactor walls is even more troublesome.
However, by determining reaction rates at several different surface-to-volume
ratios for the reactor (e.g., through the use of "artificial" walls to parti-
tion the chamber), the rate constants for the homogeneous and heterogeneous
reactions can be obtained, and both reactions can be included in the mechanism.

ke
Homogeneous : A+B~>C R (5)
Ky
Heterogeneous: A+B~>C . (6)

2. Computational Considerations

As mentioned earlier, the computer time required to solve a set of differ-
ential equations increases at least as does the square of the number of equations
to be solved (or, in the present case, as does the square of a -number of distinct
chemical species that appear in the reaction mechanism). Thus, any techniques
that can be used to decrease the number of species concentrations that actually
require coupled differential equations for their solution should be applied.

Such techniques include the assumption of constant concentration; the uncoupling
of product-only species; the invocation of the steady-state approximation; and
the aggregation, or "lumping,"” of species that.yield similar products. The last
two techniques are the subjects of further discussion in Sections B and E and

are thus not treated here.



Certain species that appear in the reaction mechanism either are present
at truly constant concentrations (e.g.,. the reactor walls) or have concentra-
tions so high--relative to the amounts of that species formed or consumed
during the reaction--that they remain essentially constant with respect to
time (e.g., oxygen). Since the change in concentration for these species is
only negligibly different from zero, they can be excluded from the differen-
tial equation process.

A second category of species that need not be included in the set of
coupled differential equations is those that appear in the reaction mechanism
only as products (e.g., ¢, or HNO3)- The rate of formation of these product
species is, to be sure, represented by the following equation:

dyi J

— = Z.R . (7)

dt i
=1 i,]

However, the presence of this species has no effect on the rate of formation
or depletion of any other species; thus, the differential equation describing
its formation can be uncoupled from the set of all differential equations and
solved independently, at a significant savings in overall computer time.

3. Ease of Changing Reactions

Most computer codes used in the simulation of reaction kinetics incor-
porate, in one form or another, the features described above. The major
advantage offered by the present program is the ease of preparation and,
particularly, the ease of alteration of the mechanism and its associated
species concentrations. The user need know nothing about computer program-
ming or the solution of differential equations, and very little about chem-
ical reaction mechanisms, to obtain meaningful results from the program.

On the first line of input, the user specifies the run identification,
the number of reactions in the mechanism to be studied, how many of these
are Tumped reactions, the number of each of the various types of species
described in the previous subsection, and an indication of whether the reac-
tion rates should be printed. The second line continues this specification
of parameters with an indication of the frequency of printout, the time step
sizes, and the dilution factor.
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The user then submits his reaction mechanism, one reaction per line,
restricted only by one requirement on ordering: The lumped reactions must
appear last. Each reaction appears as an ordinary chemical equation, with

a list of reactants, a list of products, and a rate constant. The products
can have coefficients (either fractions or integers), but the reactants
cannot--each reactant molecule must be entered separately. The user can
choose any four-letter mnemonic he wishes for the species names.

If there are any lumped reactions, the sets of individual reactions com-
prising each "lump" are then entered. Their formulation is exactly the same
as that of the lumped reaction, except that the name of each species that
contributes to the composition of the Tump appears in place of the lTumped
species as the first reactant.

The user than provides the Tist of species and their initial concentra-
tions--one per line. The order of their types must be the same as that given
on the initial parameter line, but no particular order is required within
each species type.

Should any of the species be present in the gas flowing into the reac-
tion chamber, their concentrations in the inflowing stream and, if needed,
the time and new values of any change in this concentration are entered next.
Finally, the user can request concentration-time plots of any species. If
desired, these plots can contain experimental points with which those points
calculated by the proposed mechanism can be compared.

To change a rate constant or chemical reaction, the:iuser need merely
alter the corresponding input line. New reactions can be added by insertion;
old ones can be removed by deletion. A similarly easy process can be used to.
change an initial species concentration or to add or remove species names from
the 1ist. Species can be transferred among species types (e.g., differential
to steady-state) by a single interchange of lines.

A complete user's guide to the computer program is included in Appendix
A. This appendix provides detailed information on each of the features de-
scribed above, descriptions and listings of all of the computer routines, and
sample inputs and outputs.
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B.  DEVELOPMENT OF AN IMPROVED KINETIC MECHANISM FOR
INCORPORATION IN PHOTOCHEMICAL DISPERSION MODELS

1. General Considerations in the Design
-0of a Suitable Mechanism

The selection of a chemical mechanism for inclusion in an atmospheric
diffusion model depends substantially on two factors:

> The accuracy of prediction of the chemistry module.
> The computing time required to evaluate the mathematical
equations representing the mechanism.

From the standpoint of developing a chemical transformation model, the second
factor is subordinate to the first. After a reliable mechanism has been devel-
oped, it can be condensed in several ways to reduce the computing time necessary
to obtain predictions--for example, by eliminating unimportant reactions, by
combining species that react in the same ways and at similar rates into a gen-
eral grouping, and by invoking the steady-state approximation where applicable.

Depending on the degree to which these compaction measures are applied,
the resultant mechanism can be assigned one of three broad categories: detailed
mechanisms, lumped general mechanisms, or parametric models., A detailed mechan-
ism consists entirely of elementary reactions. Because there are hundreds of
different organics in the atmosphere, such a mechanism requires an extremely
large number of mathematical equations to represent the chemical transforma-
tions. Although a detailed mechanism is ultimately the most accurate (in the
limit if all rate constants and reactions are known), it is unsuitable for atmos-
pheric modeling because of the second criterion listed above. A Tumped general
mechanism results when reactants and reactions of the same type are combined
into general classes and reactions and those that clearly do not contribute to
the predictions are eliminated from a detailed mechanism. A lumped general
mechanism strikes a balance between detail of representation and compactness
of form. The elimination of reactions that significantTy affect predicted con-
centrations would oversimplify the mechanism to the point where it could not



provide accurate predictions unless corrective measures were taken. In par-
ticular, adjustable coefficients would have to be incorporated, forming a
parametric model. For such a model, the values of the adjustable parameters
are selected to minimize the discrepancies between experimental data and cal-
culated values.

When we first began to develop a photochemical airshed model two types
of chemical mechanisms were available for use. The first, a detailed model
for propylene, was unsuitable because it was too narrow in scope. Its pre-
dictions for the atmosphere would have almost certainly been unreliable.

The second was a parametric model, the Hecht-Seinfeld 15-reaction mechanism,
for which values of the adjustable parameters had been determined for several
hydrocar‘bon-NOx systems using smog chamber data. These hydrocarbons included
propylene, iso-butylene, toluene, and n-butane; binary mixtures of propylene
and n-butane, propylene and ethane, and toluene and n-butane; and auto ex-
haust. Thus, to the extent that the atmosphere could be represented as a
surrogate corsisting of these species, the parametric mechanism could be ex-
pected to provide reasonably accurate predictions over the range of initial
conditions explicitly used in selecting values of the parameters. Moreover,
the mechanism was mathematically compact. The predicted time-varying behav-
ior of the poltutants could be obtained at every time step through the solu-
tion of only four differential equations and six algebraic equations. Given
a choice of these two mechanisms, we selected the parametric model for incor-
poration in the airshed model because it came closest to meeting our two
criteria.

The compact mechanism is far from ideal, however. Recent experimental
studies have demonstrated the key roles of OH and HOZ reactions in smog for-
mation, reactions whose importance is understated in the mechanism. Other
studies have shown that 0 and CO are less important that we thought at the
time we formulated the model. And one limitation that is particularly dis-
comforting is the narrow range over which values of the adjustable parameters
are valid. This last shortcoming would 1imit the accuracy of the results
obtained from the atmospheric dispersion model in such applications as the
evaluation of alternative emission control strategies.

12



The mechanism most suitable for use in atmospheric models is a lumped
general mechanism. Under EPA Contract 68-02-0580, we recently undertook
the development of such a general kinetic mechanism. In this mechanism,
we incorporated state-of-the-art knowledge of the reaction processes, and
we provided for the rapid and straight forward modeling of organic species
not explicitly evaluated using smog chamber data.

In the new kinetic mechanism, the inorganic reactions common to all
organic—NOX systems are treated in great detail. We introduced generality
into the model by Tumping similar types of organics and free radicals into
several new classes. In particular, olefins, aromatics, paraffins, and
aldehydes constitute four separate classes of organics. We segregated
organic free radicals into alkoxy, peroxyalkyl, and peroxyacyl subgroupings.
Using propylene—NOx, n—butane—NOX, and propy]ene—n—butane—NOX smog chamber
data over a wide range of HC/NOx ratios, we evaluated the model and showed
that its predictions of the dependence of peak ozone on the initial concen-
trations of hydrocarbon and oxides of nitrngen qualitatively agree with
experimental observations. Seinfeld et al. (1973) discussed the rationale
and formulation of this Tumped kinetic mechanism, and Hecht et al. (1973)
and Hecht et al. (1974) presented initial and secondary evaluation results
using the mechanism.

This new mechanism appears to be more accurate than the Hecht-Seinfeld
mechanism that we previously employed in the atmospheric simulation model.
In addition, we can easily extend the new mechanism to new organics that
have not been explicitly evaluated (the values of the adjustable parameters
do not need to be determined). Unfortunately, the computing time that is
initially required to carry out a simulation with the new mechanism is much
higher than that needed for the Hecht-Seinfeld model. At the outset of this
project, representation of the chemistry of a system consisting of a paraffin,
an olefin, and NOx in air (no aromatics or CO) required 36 reactions and the
solution of 16 differential equations and 4 algebraic equations to obtain
predictions. Such mathematical complexity would certainly be excessive if
the mechanism were imbedded in the airshed model, where the kinetics must be
evaluated at every grid point for every time step. We therefore set out to
reduce the computing time necessary to obtain predictions from the mechanism.
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We approached the problem of long computational time requirements from
two directions. Initially, we sought to condense the mechanism to the small-
est number of reactions required for accurate predictions. We identified
critical reactions by means of a sensitivity analysis, and we subsequently
eliminated insensitive reactions from the model. We also found that taking
a flexible posture toward solving the representative rate expressions resulted
in time savings. Our experience in working with the kinetic mechanism showed
that computatipn time increased approximately linearly with the number of
reactions, but quadratically with the number of coupled differential equations.
Thus, we identified and verified species for which the pseudo-steady-state
approximation is valid; this step permitted the replacement of three coupled
differential equations by three coupled algebraic equations. Next, we took
advantage of the fact that differential equations describing the concentra-
tions of species that are formed as a result of chemical reactions but do not
themselves enter into reactions can be solved independently of reacting species.
We separated these so-called uncoupled species from the coupled species, elim-
inating three coupled differential equations, but adding three uncoupled dif-
ferential equations.* Finally, we eliminated one species from the mechanism
by algebraic manipulation, thus reducing the number of coupled algebraic equa-
tions by one.

Since the computing time was the single greatest hindrance to our incor-
porating the improved kinetic mechanism in the airshed model, we focused a
great deal of attention on this problem. As a result, we condensed the mech-
anism in both its physical and mathematical structure to a form that is amenable
to diffusion modeling. We discuss the details, methodology, and results of
this program below.

2. Elimination of Unimportant Reactions
in the General Kinetic Mechanism

During the period in which we first formulated and subsequently modified
the lumped kinetic mechanism to achieve satisfactory predictions, we added and
deleted several reactions. However, we made no attempt to eliminate unimportant

*Appendix A discusses the concept of coupled and uncoupled species.
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reactions. Under EPA Contract 68-02-0580, we recently completed a sensitivity
analysis of the kinetic mechanism; we used the resuits of this study to help
us select possible reactions for elimination. Our goal in the sensitivity
study was primarily to identify the "critical parameters" in the model, that
is, those whose uncertainties most greatly influence the reliability of pre-
dictions. In essence, we calculated the rate of change in predictions with
changes in the value of each rate constant, holding all other rate constants
fixed at their standard values as a measure of sensitivity. Rate constants
for which the measure has a high value correspond to sensitive reactions.
Low values indicate insensitive reactions that may not have to be included
in the model to make accurate predictions. Before proceeding with a discus-
sion of our results, we describe the procedures and methods that we used in
the sensitivity analysis.

The sensitivity study focused on a binary hydrocarbon—NOx system (EPA
Run 352) in which the initial concentrations were as follows:

Concentration
Species (ppm)
NO2 0.07
NO 0.27
Propylene 0.265
n-Butane 3.29

We chose this particular experiment for several reasons:

> Both high and low reactivity hydrocarbons were present initially.

> The initial concentrations of total hydrocarbons and oxides of
nitrogen were typical of those found in a polluted atmosphere.

> The accumulation of ezone reached an asymptotic level during the
experiment.

> We had the run modeled with reasonable success in our evaluation
study.
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We performed the sensitivity analysis in the following manner. Using
the nominal (or base) values for all parameters reported by Hecht et al.
(1973) (see Tables 14 and 16 in that reference), we obtained base concen-
tration-time profiles for propylene, n-butane, NO, NOZ’ and 03 by integra-
ting the governing rate equations with each parameter at its nominal value.
We then increased (and subsequently decreased) one of the parameters by a
fixed percentage, holding all other parameters at their nominal values. MWe
integrated the equations twice, once for each of the two new settings (+50
percent and -50 percent) of the selected input parameter. Repeating this
process for each rate constant, we carried out, for n parameters, integra-
tions for a base case and 2n parameter variations. Finally, for each of
the 2n + 1 integrations, we determined the values of the sensitivity measures
or "decision variables." We compared the magnitudes of the decision varia-
bles for each variation in a parameter with those computed for the base case,
and ranked the sensitivities of the parameters by tabulating the magnitudes
of the differences.

a. Measurement of Sensitivity

Central to a sensitivity analysis of a mathematical model is the mean-
ingful quantification of changes in model predictions that result from per-
turbing the input parameters one at a time. As the measure of sensitivity
for each parameter, we chose the absolute area between the concentration-
time profile for the given parameter, with all parameters held at their base
values, and the profile generated when the i-th parameter was perturbed by a
fixed percentage. We denote these parameters as AN02= AND » A03, Aotlef (pro-
para (n-butane). Since Hecht et al. (1973) discussed these
criteria in some detail, we review their appropriateness only briefly here.

pylene), and A

The five indices (Ang,, ANOS A03s Aglefs and Apara) constitute continuous
measurements of sensitivity determined experimentally over the entire period
of simulation for each species. Mathematically, we represent this relation-
ship as follows:

400 min

Al = / 1Ci(pot) - Cilp + 4pst)| dt
0
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where

|A|l = the absolute area between the concentration-time
profile predicted for the i-th species, with all
parameters at their base values, and the profile
obtained when one parameter is perturbed by a
fixed percentage.

C = the concentration of the i-th chemical species.

i = the species 1ndex——N02, NO, 03, olefin, paraffin.

p = the parameter that is being perturbed.

% = the percentage perturbation in p divided by 100.

If the perturbation of a given parameter greatly alters the time history of
the i-th chemical species, indicating high sensitivity to that parameter, IAi'
will have a large value. But if the concentration-time trace remains essen-
tially unchanged, the predictions of the model will be insensitive to varia-
tions in the parameter under evaluation, and |A1| will be small.

To facilitate the comparison and ranking of their sensitivities, we varied
all parameters in turn by the same fixed percentage. Some of the input param-
eters are very poorly characterized, having associated uncertainties of up to
an order of magnitude, whereas the values of other parameters are known within
an uncertainty of 10 percent. The comparative table of rate constants [Table
16 in Hecht et al. (1973)] suggests that a representative "degree of precision"
among the several alternative experimental determinations or theoretical esti-
mates available for any particular parameter is on the order of 50 percent.
Therefore, we used that percentage as the magnitude of perturbation for the
sensitivity calculations. However, because the precision bounds of the rate
constant values for individual reaction rate constants vary greatly, our choice
of the "range of perturbation" was arbitrary. The significance of the 50 per-
cent figure rests only on its approximate division of the very uncertain from
the less uncertain parameters. Table 1 ranks the reactions by the amount of
uncertainty. (We define the uncertainty bound for a rate constant as the range
within which the "true value" of the constant can be presumed to fall with con-

fidence.)



THE REACTIONS RANKED BY AMOUNT

Table .1

OF UNCERTAINTY

Reaction
1. 1,0 + Hyo
2. NO + HNO,
3. HND, + HNO,
4. NO + NO, + HoO
5. HNO, + HNO,
6. HNO, + hv
7. OH + NO,

8. OH + NO + M
g. RO2 + NO

10. RCOy + NO

11. RCO4 + NO,

12. HO, + HO,

13. HO, + RO,

14. RO, + RO,

15. RO + NO,

16. ALD + hv

17. RO + NO

18. OLEF + OH

19. 0+ N0, + M

20. 05 + NO,

21. NO, + NO

3

Percent
‘Uneertainty

£100 %
100
100
100
100
100
100
100
100
100
100
100
100
100
80
70
65
45
40
40
40



Reaction
22. PARA +.0OH
23. ALD + OH
24. RO + O2
25. PARA + 0
26. HO2 + NO
27. OLEF +,03
28. 0+ N02
29. N02_+ hv
30. 03 + NO
31. NO3 + NOZ
32. HZOZ + hv
33. OLEF + 0
34, 0O+ NO+M
35, 0+ 02 + M
36. NZO

5

Table 1 (Concluded)

Percent
Uncertaintx

+40-%
40
40
35
30
30
25
20
20
20
20
20
15
10
5
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The small amount of experimental data available upon which to base our
estimates Timited the procedure we followed to estimate the uncertainty
bound for each rate constant. In essence, we calculated the percentage de-
viation of the highest and lowest expected values of each rate constant,
having surveyed the Titerature to find independent determinations of these
rate constants. Thus, the so-called estimate of uncertainty bounds is, in
fact, simply an indication of the degree of agreement (or more precisely,
the disagreement) among a number of independent determinations of the same
rate parameter. In three situations, this "definition" does not apply:

> If only a single determination was made for a given rate
constant, the uncertainty bound is an indication of the
precision of the experiment.

> Since photolysis rate constants (e.g., k]) must be deter-
mined Zn situ for a smog chamber experiment, the bounds
are an indication of the reliability of the experimental
method.

> The uncertainty estimate for kg7 (HO2 + HOZ) was taken from
Lloyd (1974), who reviewed the reactions of the HO, radical.

Because of the imprecision of these estimates, we assumed that the uncertainty
bounds were symmetric about the nominal value. Therefore, although we esti-
mated the uncertainties associated with several parameters to be *100 percent,
the true upper bound may be considerably higher.

b.  Results of the Sensitivity Analysis

For the purpose of ranking the parameters by sensitivity, we averaged the
values of the area indices calculated for plus and minus percentage variations
in the parameters to obtain a single characteristic value. Although this pro-
cedure facilitated ranking, some information was lost in the process. Because
each of the measures of sensitivity is based on the difference between nominal



and perturbed concentration-time profiles, the magnitude of each difference,
in general, depends upon the degree of perturbation (e.g., 10, 25, 50 per-
cent). Because the equations governing the kinetics are nonlinear, the values
of the sensitivity measures typically are not identical for plus and minus
perturbations in a given parameter. But, in examining the values of the "area
sensitivity measures for plus and minus perturbations, we found them to agree

21

sufficiently well to justify using their average values to rank the parameters.

Since we were interested chiefly in quantifying the overall sensitivity
(or insensitivity) associated with each reaction in the model, the use of an
indicator based on the changes in the predictions of several species was ap-
propriate. Thus, we combined the five area sensitivity measures into a single
scalar, which we term the "sensitivity." We defined the synthesized sensitiv-
ity measure for each rate constant as follows:

5
e WiAij
Sens1u1v1tyj = /24 R .
i=1  MaXy
where
i = 1, 2, 3, 4, and 5 refer to the average area sensitivity

measures for NO2, NO, O3, olefin, and paraffin,
respectively.

J = the number of the reaction rate constant in the kinetic
mechanism.

W. = the weighting of the individual measure in the combined
sensitivity scalar. (We weighted each of the five mea-
sures equally because, in developing and evaluating the
general kinetic mechanism, we were interested in predict-
ing the concentration-time behavior of each of these
species with equal accuracy. However, we might have
chosen different weights if our goals were.different. For
example, to predict oxidant and NOy for evaluating alter-
native emission control strategies, we might have weighted
03,.NO, and NOy more heavily.)
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Ai’ = the average area measurement determined for the i-th
J criterion and the j-th reaction.

Amax = the maximum value of the j-th criterion observed for

i any of the reactions. (Dividing by the maximum value

scales each of the arrays of the five individual area
measurements between zero and one.)

Table 2 presents the values of this "sensitivity" index (seventh column), along
with the values of the five averaged individual area indices. Table 3 ranks

the reactions according to the combined sensitivity. As Table 3 shows, the fol-
Towing rate constants, presented in the order of decreasing sensitivity, display
the greateast overall sensitivity:

Rate
Constant Identification
k] NO2 photolysis
k28 Oxidation of n-butane by OH
kg Oxidation of NO by HO,
k3 Reaction of O3 with NO
k16 Photolysis of HNO2
k23 Oxidation of propylene by O3
k29 Photolysis of aldehydes
k24 Reaction of OH with propylene

Just as there are critical parameters in the model whose values must be
determined with certainty., some parameters are almost insensitive. Large vari-
ations in the magnitude of these parameters result in small changes in model
predictions. By identifying those reactions that contribute minimally to the
total predicted response, the sensitivity analysis provides the basis for elimi-
nating reactions from the mechanism. Removal, of course, is subject to further
Timited individual testing of each reaction over a range of initial conditions
and bounds of uncertainty.
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Table 3

THE REACTIONS RAMKED BY SENSITIVITY

Reaction
1o N0, + hv
2. PARA + OH
3. HOZ + NO
4, 03 + NO
5. HN02 + hv
6. OLEF + 03
7. ALD + hvy
8. OLEF + OH
9. OH + NO2
10. NO t N02 + HZO
-11. OH + NO
12. HO2 + HO2
13. ALD + OH
15. H_NO2 + HNO2
16. NO3 + NO
17. NZOS
18. NO3 + NO2
19. NO + HNO3
20. RCO3 + NO2
21. NZOS +,H20
22. RCO, + NO

3

Sensitivity
0.60
0.56
0.51

.50

.48

A4

.43

.37

.35

.27

.26

.24

0
0
0
0
0
0
0
0
0
0.19
0.19
0.18
0.13
0.13
0.12
0.10
0.10
0.10
0

10

24



Table 3 (Concluded)

Reaction
23. RO+ 0,
24. HZ'O2 + hv
25. RO, + NO
26. RO £ NO,
27. 0+0, +H
28.. HND, + HNO,
29. OLEF + 0
30. RO + NO
31. RO, +(R02
32. 0+ NO,
33. HOp *+ RO, ,
34. 0+ NO+M ‘
35. -0 + N0, £ M
36. PARA + 0

Sensitivity
0.

0.

09
07

.05

0.05

.04
.04
.03
.02
.02
.02
.01
.01
.01
.01

25
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Reactions that could potentially be removed from the mechanism, based
on the results of the sensitivity analysis, appear in the lower portion of
Table 3. These reactions included the oxygen atom oxidation of the species
tabulated below:

Species Reaction
Paraffins : k27
NO - yk4
NO2 in the presence of k6
a third body (M)
NO2 second order reaction k5
0lefins k22

Other candidates included the following:

Species Reaction
HNOZ—HNO3 k]3
RO-NO k36
ROZ—HO2 k38
ROZ—RO2 k39

Finally, we included among the candidates for potential elimination the reac-
tion between NO and HNO, (k12)'
tions, we learned that the experimental value of this rate constant was

After carrying out the sensitivity calcula-

several orders of magnitude less than our earlier estimate; this change
sharply decreased the sensitivity of the reaction.

C. Elimination of Insensitive Reactions

We based the tentative conclusions reached thus far largely on the averaged
sensitivity criteria characterizing a single set of initial reactant concentra-
tions. If we were to repeat the calculations using only half the initial hydro-
carbon and twice the initial NOX used in the present study, we would expect to



find the order of parameter ranking to be somewhat different thah that given
in Table 3. Thus, we had to scrutinize each reaction carefully prior to its
elimination; our criterion for elimination was that the reaction be "insensi~
tive" (a term defined quantitatively shortly) over the range of initial con-
centrations of interest, as well as over the uncertainty bounds of the
reaction rate constant (Table 1).

We chose three EPA smog chamber runs as a representative set of initial
concentrations and ratios over which to evaluate the reactions for possible
removal. As shown in Table 4, two of these runs are binary hydrocarbon sys-
tems; in the other experiment, propylene was the only hydrocarbon present.
These three runs span a tota] hydrocarbon-to- NO initial ratio of 0.7 to 10.5
and a reactive hydrocarbon—bo NO initial ratio of 0.2 to 0.8. Air quality
data obtained in Los Angeles 1nd1cate that the ratios for polluted air there
are often within these ranges. (In the atmosphere, the ratio can vary with
both Tocation and time of day.)

Table 4
CHARACTERISTICS OF THE SMOG CHAMBER RUNS

Concentrations -
(ppm) H1gh.
EPA Total Reactivity
RUN [n-bULane]O [propy]ene]O [NO]O [N02]0 [HC]/[NOX] [HC]/[NOX]
329 -- 0.24 0.29 0.06 0.7 0.7
333 3.40 0.23 1.25 0.08 2.7 0.2

352 3.29 0.26 0.27 0.07 10.5 0.8

We considered reactions to be "insensitive" if, upon their removal indi-
vidually and as a group, the remaining set of reactions was able to predict
the following within 10 percent of the values predicted by the complete
mechanism:

*
Defined as propylene.

27



28

> The time to the N02 peak (T)
> The height of the NO,, peak (H)
> The magnitude of the ozone peak (M).

These three scalars, all of which can be easily quantified, are of interest
because the onset of formation of many secondary products formed in the atmos-

phere accompanies the peak concentration of NO, and because the intensity of

smog is often associated with the ozone and NOZ concentrations. Thus, T, H,
and M constitute three major indicators of smog formation and severity. Al-
though the choice of the 10 percent range was arbitrary, this value is lower
than the uncertainty bounds associated with the experimental chamber data
used to evaluate and "tune" the model. Thus, we felt that the choice was

reasonable.

Consideration of the sensitivity values associated with each rate con-
stant led us to select 10 reactions for possible removal from the mechanism,
0f these, we found that only six could actually be eliminated based on the
criteria cited above:

Species Reaction
0 + NO k4
0+ NO2 + M k6
NO + HNO3 k12
HNO2 + HNO3 k13
RO2 + HO2 k38
RO2 + RO2 k39

As shown in Table 5, the values of T, H, and M after removal of these six
reactions were within 10 percent of the values before the reactions were
eliminated. Several other reactions could have been removed for one or two
of the EPA runs, but not for all three. However, since their elimination
would have limited the applicability of the kinetic mechanism to a narrower
range of initial concentrations and ratios, we did not drop them.
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Table 5

VALUES OF T, H, AND M BEFORE AND AFTER
REMOVAL OF THE SIX REACTIONS

Concentration

Time to the (ppm)

NOo Peak (T) Height of the Magnitude of the
EPA %minutes) NO» Peak (H) Ozone Peak (M)
Run Before After Before After Before After
329 87 86 0.25 0.25 0.39 0.40
333 285 281 0.75 0.70 0.40 0.41
352 65 70 0.25 0.25 0.50 0.52

The conclusions we reached during this study were based on the Tumped
general mechanism. If this mechanism proves to be fundamentally inadequate,
the sensitivity calculations should be repeated withithe corrected mechanism,
and reactions that we eliminated should be examined again to judge their sen-
sitivity in the environment of the corrected mechanism.

3.  Further Modifications To Reduce Computing Requirements

Although the elimination of unnecessary reactions saves computing time,
the condensation discussed thus far focused primarily on giving prominence to
the important reactions in the mechanism. Significantly greater reductions in
computing time can be obtained by varying the mathematical representation of
the chemical mechanism. From a purist's point of view, a series of differen-
tial rate equations most accurately represents changes in the concentrations
of reactants with time. (Ideally, one would solve these equations analyti-
cally. We used numerical methods to solve the equations on the computer, but
these techniques were evaluated using test systems of equations for which
analytical solutions were available.) Over the years, scientists have used
the following approximations and simplifications to facilitate the solution of
complex kinetic systems: '
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> Recognizing the fundamental mathematical difference between the
differential equations of species that are produced but do not
enter into reactions and those of species that do react. The
differential equations for reactants are often mathematically
coupled and must therefore be solved simultaneously. If these
coupled species have vastly different characteristic times of
reaction, the equations become "stiff" numerically and must be
solved using very small time steps to preserve accuracy. In con-
trast, the differential equations for species that do not react
are not coupled and can be solved accurately one at a time using
a method as simple as Simpson's rule.

> Applying the steady-state approximation. If the concentration
of a species equilibrates rapidly (relative to many other species
in the system), one can assume that the summation of the rate terms
for formation and consumption of the species is identically zero.
This assumption reduces the d1fferentié1 equation to an algebraic
equation.

> Combining second-order reactions into higher order reactions. In
some special cases, two or more reactions can be combined into a

single reaction, with the elimination of an intermediate as well.

The following subsections summarize the results of applying each of these tech-
niques to the lumped kinetic mechanism.

a. Treatment of Uncoupled Species

In a system containing propylene, n-butane, NOX, and air, four species
form that do not react subsequently: nitric acid, peroxyacylnitrates, organic
nitrites, and organic nitrates. Because these products do not enter into
reactions with other species present in the system, we can uncouple and solve
the differential equations for each of the four species independently.
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b. Invocation of the Steady-State Approximation

In earlier work, we demonstrated the validity of the steady-state approxi-
mation for 0, OH, RO, and NO3 (Hecht et al., 1973). Recently, we justified the
application of the approximation to obtain predictions of the concentrations of
H02, N205, ROZ’ and RCO3. To demonstrate the validity of the approximation for
any given species, we compared the concentration-time profile for the species
predicted by an algebraic description with that predicted by a differential
expression. In so doing, we found that the profiles generated using the two
mathematical representations agreed to within 0.1 percent for these species.
Thus, we eliminated four additional coupled differential equations, which were
replaced by four coupled algebraic equations.

c. Combination of Reactions into a Single Higher Order Reaction

The species N205 exists in equilibrium with NO2 and NO,:

3
Ky
NO, + NO, T N0
K
N.O. =L NoL + NO,

275 3 2

The only important reaction of N205 other than Reaction II is hydrolysis to form
nitric acid, a stable product in the mechanism:

k
N,Op + H,0 LII

Vg 2HNO

2 3

If we assume that N205 is in a steady-state (we have established the validity

of this assumption) we can combine these reactions into the single third-order
reaction:

NO. + NO., + H.0 “1v 2HNO
3 ¥ N0, + H0 5

3 bl
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having the rate constant

SESH

11 ¥ Kppp Hp0

kiv = %

The combination of these three reactions eliminates NZOS as a species, thereby
saving one algebraic equation and removing a net total of two reactions from
the mechanism.

4, The Present Status of the Mechanism

As a result of the procedures described thus far, we added nine reactions
to the mechanism. Thus, a total of 31 reactions are necessary to represent
the chemistry of a system of paraffins, olefins, NOX, CO and air. In addition,
to facilitate usage of the mechanism in the airshed model, we included two
additional reactions involving 0 and OH reactions with aromatics. It is to be
understood, however, that this is an interim treatment of the chemistry involv-
ing aromatics and is subject to revision at such time as a more suitable mech-
anism is developed. Table 6 presents the revised mechanism. Of the 25 species
included in the mechanism, 10 are represented by coupled differential equations,
7 by algebraic equations, and 4 are constant, as shown in Table 7. A]though the
computing time associated with individual sets of initial conditions varies be-
cause of changes in the stiffness of the system of equations, we found that
incorporating the changes presented here reduced the required computing time by
appraximately 50 percent over that required previously (Hecht et al. 1973).
This saving is significant enough to justify the replacement of the simplified
15-step mechanism by the more accurate lumped kinetic mechanism as the kinetics
module in the airshed dispersion model.
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Table 6
A LUMPED KINETIC MECHANISM FOR PHOTOCHEMICAL SMOG

NO,, + hy ~——>=NO + 0 \
o+02+M——3—>~03+M
\ > NO,~NO-04 Cycle
0, + NO—=>N0, + 0,
0 + Noz—f‘—»No +0, )

0, + NO,—>>NO, + 0

3 2 37 Y2
NO4 + NO ——s-z-zmoz Chemistry of NO,
NO. + NO, + H.0—=>2HNO

3 2 2 3

HNO,, + hv—-’—"—»OH + NO

OH + Noz—l‘—>~HN()3

, Important Reactions of
OH + NO—2->-HNO

5 OH with Inorganic Species

~135-c0, + HO

OH + CO + (02) )

HO,, + NO—--0H + NO

5 0 Oxidation of NO by HO

2

HO2 + HOZ-—-—---*»HZO2 + O2 Hydroperoxy Radical

Termination

H.0, + hv-2>20H

295 Photolysis of H,0

272

KD + NO + 2H O-——*»ZHNO + H 0
2HNO w——%bNO + NO + H 0 Chemistry of HNO



REO + 1O + (0,,)—2=>-R00 + NO

Table 6 (Concluded)

1
0

HC. + 0. —2—RC0O0 + RO + HC

1 3 i 3
0
HC, OH~"~ROO + HC,
HC, + 0~%5>-R00 + OH
HC, + OH —2-5-R00 + H,0
HC, + hv 225-BR00 + (2-8)HO,
HC, + OH-—"’—S—*»BRFIOO + (1-8JHO, + H,0

HC, + 0 ~245 R00 + OH

HC, + OH—22>-R00 + H,0

4 2

ROO + NO—22—-R0 + NO,

o + 00,

RCOO + NO -Q—‘L»Rcobmoz
I 2 g

RO + 0,22 HO, + HC

2 2 3

30
RO + NOZ———-->--RONO2

RO + NO —RONO

HC, + 0—"—-R00 + «RC00 + (1-a)HO,, \

Organic Oxidation

Reactions
> HC1 = (Qlefins
HC2 = Paraffins
HC3 = Aldehydes
HC4 = Aromatics

Reactions of Organic
Free Radicals with NO,
NO2 , and O2
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Table 7

TYPE OF MATHEMATICAL REPRESENTATION REQUIRED TO PREDICT
CONCENTRATIONS OF SPECIES IN THE GENERAL MECHANISM

CoupTled Uncoupled Steady-State

Differential Differential Algebraic

Equations Equations Equations Constant
NO2 HNO3 0 M
NO PAN NO3 O2
03 RNO2 OH HZO
HNO2 RNO3 HO2 CO2
H202 RO

co RO2

Olefins RCO3

Paraffins

Aldehydes

Aromatics

C. DEVELOPMENT OF A KINETIC MECHANISM DESCRIBING
SOy REACTIONS AND SULFURIC ACID FORMATION

During the past decade, air pollution investigators have focused a substan-
tial amount of scientific attention on SOZ’ the precursor of sulfuric acid and
sulfate, because of its effects on visibility and health. They observed that
the oxidation of gaseous SO2 occurs both through reactions with gas phase oxi-
dants and through reactions with liquid aerosol droplets. They demonstrated

that the addition of SO2 to a reactor in which atmospheric concentrations of
organics and NOX in air are being irradiated (i.e., a smog simulation experiment)



results in a substantial decrease in visibility due to the formation of a
sulfuric acid aerosol. And they established that 502 is oxidized in fog.
In this section, we review current knowledge and speculation concerning
the oxidation of 802 through reactions that occur in the gas phase and in
solution. Since Bufalini (1971) has extensively reviewed the oxidation of
502 in polluted air, our discussion focuses primarily on more recent re-
sults. We conclude this section with a discussion of our efforts to model
a set of dynamic organic—NOX—SO2 smog chamber experiments and a summariza-
tion of our future plans to simulate the chemistry of SOZ'

1. The State of the Art of Gas Phase SO, Kinetics

Until recently, air pollution SO2 research focused primarily on the
qualitative and semi-quantitative characterization of the interaction of
SO2 with components of smog. Scientists have been particularly interested
in evaluating the effect of 802 on oxidant Tevels and visibility in simu-

lated smog (irradiated mixtures of organics, NO 502, and air); they have

used environmental chambers extensively for thig purpose. In these experi-
ments, they observed that the concentration of 802 slowly diminishes with
time. However, most of the early (prior to 1970) experiments were not con-
trolled carefully enough to allow an accurate-estimate to be made of the

rate of 802 oxidation due to gas phase chemical reactions. Variations in
relative humidity, the reactivity of chamber surfaces, and the accuracy of
the analytical instrumentation all served to introduce imprecision into the
data. And, by their very nature, smog chamber experiments provide minimal
insight into the actual individual reactions by which 502 is oxidized in
smog. Observations are Timited to macroscopic changes in the concentrations
of the major reactants and products with time. The results of recent chamber
experiments and detailed kinetic studies of elementary reactions have pro-
vided sufficient insight so that we can now postulate a provisional mechanism
for the oxidation of SO2

10-step mechanism briefly below.

by homogeneous gas phase reactions. We discuss this



Experimental studies have indicated that peroxy radicals, diradicals,
and hydroxyl radicals are the most potent gas phase oxidizing agents with
respect to SO, in photochemical smog. Davis et al. (1973) obtained a pre-
lTiminary measurement of the rate constant for the reaction

51

HO2 + 302 > 0OH + SO

3

of 0.45 ppm_]min_]. The observed rate is sufficiently high to suggest that
the HOZnSO2 reaction is important at about the time that NO2 reaches its
maximum values and 03 begins to accumulate. Studies of 302 in smog simula-
tion experiments have shown that this is the time at which the oxidation
rate of SO2 is greatest. HO2 is, of course, generally regarded as the prin-
cipal oxidant of NO:

HO2 + NO - OH + NO2

Because of the functional similarity of peroxyalkyl and peroxyacyl
radicals to HOZ’ it does not seem unreasonable to presume that these three
species would undergo the same chemical reactions with a given reductant.
Both RO2 and RCO3 apparently oxidize NO through a reaction similar to the
HOZ-NO reaction:

R02 + NO - RO + NO2 >

RCOO + NO -~ R{0 + NO

2
0 0

Although the rate constants for these reactions are not known yet, the reac-
tions are thought to proceed more rapdily than the HOZ—NO reaction. We feel
that, because of the analogies between the structure and behavior of H02,

ROZ’ and RCO3, the Tast two species oxidize SO2 at a rate somewhat faster

than that of HO,. We therefore estimate that kg = k¢ =1 ppm—]min—]:
2

2
o
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2
RO, + S0, L2 RO+ S0,
53
RCO0 + 50, % RCO + SO,
0 0

Cox and Penkett (1972) observed that SO3 forms with reasonable rapidity
when a system containing 03, olefin, and 802 react, and they postulated that
diradicals, products of the 03—01ef1n reaction, are the species that oxidize
SOZ:

5
R,C00 + S0, A R,C0 + SO

3

Since diradicals apparently form in smog only as a result of 03—01ef1n reac-
tions, this reaction, depending on its rate, may be less important that
Reactions S] through 83 in polluted air, where normally less than 20 percent
of the organics are olefinic. O'Neal and Blumstein (1973) recently reconsid-
ered the mechanism of the 03—o1ef1n reaction, and they feel that the interme-
diate complex of the reaction may decompose to form free radicals, including
H. A hydrogen atom formed in this manner could combine with O2 to form HOZ’
which is known to oxidize SO2 (Reaction S]). Thus, in the Cox and Penkett
experiments, HOZ’ rather than a diradical, may have been the specie generated
by the 03—olefin reaction that oxidized SOZ' Consequently, Reaction 84 is

very speculative.

Recent measurements of the OH—SO2 rate constant have suggested that the

reaction
55 0
OH + SO2 > HO S
0

may be an important loss mechanism for 502 in photochemical smog. Cox (1974)

38

obtained a value of 850 ppm_]min_] under atmospheric conditions, and Castleman

et al. (1974) found the value to be 600 ppm_]min—].



One can only speculate as to subsequent reactions of HOSO2 in smog [see,
for example, Smith and Urone (1974) and references therein]. We offer one
possible reaction scheme here, which is largely an analogy to reactions of
organic free radicals.

We assume that O2 adds to the HOSO, radical

2
;¢

HOS0,, + 0, ,° HO SO,
0

and that this peroxy radical can oxidize nitric oxide:

0 o 0
1 1

HOSO, + NO ./ HOSO + NO,
0 0

The HOSO3 might abstract a hydrogen atom from an organic molecule or from an
HO2 radical, forming HZSO4 directly:

0 ¢ 0
HOSO + RH O HOSOH + R-
0 0
1 8 1
HOSO + HO, »° HOSOH + 0,
0 0

Or the HOSO3 might undergo a unimolecular decomposition reaction to form OH
and 803:

0 ¢

' Sq

HOSO L2 HO + SO
0

3
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Sulfur trioxide is, of course, the anhydride of sulfuric acid:

S

503 + HZO -

10
HZSO4

Although we can set forth other reactions for the HSOX radicals describing
their behavior in the presence of NO2 and "other reactive species, we cannot sub-
stantiate such reactions (including 57 through S]O) with the results of experi-
ments that have been carried out to date.

Although we did not include several reactions in the core mechanism (S]
through S]O) for the oxidation of 502, some comments about them are in order.
The O—SO2 reaction, for example,

0+ 502 + M- 503 + M s

has a reasonably high rate constant but is, nevertheless, slow because of the
extremely Tow concentration of oxygen atoms in smog. The direct photolysis of
SO2 in otherwise clean air results in the slow disappearance of SOZ’ but the
rate of 502 Toss 1is not comparable to the rates observed in polluted air.
Witson and Levy (1969) showed that NO, reacts very stowly with SO,. Calvert
{1975) determined upper limits for the rates of reaction of NO3 and N205 with
S0, of 107° ppm_]min-] and 6 x 1078 ppm_]min-], respectively. Consequently,
both of the reactions are of negligible importance in photochemical smog. In
addition, Calvert found, in agreement with others, that the 03—302 reaction

8 ppm—]min~]. In summary,

is very slow, having a rate constant of about 10~
each of this last group of reactions results in the slow oxidation of 802 to
SO3. Although we could have included in the core 502 mechanism, the results
of kinetic studies of these reactions suggest that their combined contribution

to the total predicted loss rate of 502 is minor.

Because kineticists have studied in detail only two of the ten elementary
reactions included in the mechanism for the gas phase oxidation of 802 the
mechanism has an extremely high level of uncertainty. EPA is presently fund-
ing investigations of some of these reactions; therefore, more accurate values
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of the corresponding rate constants may be forthcoming in the near future.
Despite the uncertainty, we attempted to test this mechanism using smog
chamber data. (Section C-3 describes these efforts.) However, we found
that the chamber data were inadequately characterized in many important
respects and, consequently, were unusable.

2. The State of the Art Regarding the Oxidation
of S0, in Solution

A large percentage of the volume of aerosol particles consists of water.
Gas phase borne 502 can dissolve in these particles, especially in the envi-
ronment of a stack plume, where the SO2 concentration is often high. Once
802 is dissolved, both direct and catalyzed reactions apparently lead to the
oxidation of SO2 to sulfate. However, it is not now possible to assess the
relative importance of these competitive pathways under conditions of photo-
chemical smog formation. Certainly, the contribution of these two types of
reactions to the total 802 oxidation rate in solution depends on such factors
as aerosol size, oxidant concentration, catalyst concentration, species of
oxidant present, catalyst species present, and other chemical species in the
droplet that might enter into reactions with the oxidants or the catalysts.
In this section, we identify possible important direct and catalyzed reactions
in solution and attempt to explain the mechanisms of these reactions.

a. Reactions of SO, in Solution with
Oxidants Producgd in the Gas Phase

Investigators have studied the reactions of SO
03, and HZSO

2 in solution with three

products of photochemical smog: NO

2’ 4-

NO2 + SO2 — NO + SO

3
H,0 ()

03+SOZ———.—.;»O + S0

2y 2 3
H20()

H2504 + S0 ——————»-HZSOB + S0

3
H,0 (2)

3
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The first of these reactions (Wilson et al., 1972) and the last (Gerhard and
Johnstone, 1955) proceed very slowly. Ozone and 502, however, react rapidly
in the presence of liquid water, and the reaction probably occurs in solution
(Wilson and Levy, 1969). The rate of this aqueous reaction contrasts sharply
with that of the gas phase 03-502 reaction, which is extremely slow. Thus,
the reaction between SO2 and 03 could be significant in aerosol particles,
and measurement of the rate constant of the reaction in a simulated atmos-
pheric environment is important.

b. Direct and Catalyzed Reactjons of SO,
with Metal Ions in Solution -

As reported in the literature, 802 is slowly oxidized when dissolved in
water (probably through a direct reaction with dissolved oxygen); however,
the presence of metal ions, such as Mn+2, Fe+2, Fe+3, N1+2, and Cu+2, in the
solution accelerates the oxidation rate of SO2 substantially (Urone and
Schroeder, 1969; Bufalini, 1971). The metal ions can interact chemically with
502 in either or both of two ways: through direct reaction with SO2 or through
catalysis of the (dissolved) air oxidaticn of 302. We now turn to a discussion
of each of these classes of reactions.

Direct Oxidation-Reduction Reactions Between Metal Ions and 502;‘ An exam-

ination of half-cell potentials provides a straightforward means of evaluating
whether a given reaction is expected to occur on the basis of purely thermody-
namic considerations. In the context of this discussion, we are particularly
interested in Tearning whether oxidation-reduction couples (i.e., reactions)

between SO2 and metal ions result in the oxidation of SO, to SO3 (or-SOj) and
L_* T

the reduction of metal ions to some lower oxidation state .

We first observe that according to predictions, 0 03, and H,0, should

2° 272

all oxidize SO,. Noting that the soz-sojL half-reaction is:

x i .
We used reduction potentials for these calculations; thus, for a reaction
couple to be favored, the combined potential must be positive.
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$0.° % H.0 - S072

+ - o
5 5 4+4H + (x - 2) H,0 + 2e , E® = -0.17 V ,

2

we see that 502 is oxidized as a result of any of the following half-reactions:

+ - o .
O2 + 2H + 2¢ -~ H202 R E® = 0.682 V R
+ - o _
O3 + 2H + 2e +,02 + HZO s E® = 2.07 V R
+ - o _
H202 +2H + 2e -~ 2H20 s E® = 1.776 V

The coupled potentials.are, therefore, positive by 0.51 V, 1.90 V, and 1.61 V,
respectively.

Of the five metal cations known to "oxidize" 502’ only two would be pre-
dicted to enter into direct reaction with 802 on the basis of thermodynamic

considerations alone: Fe+3 and Cu+2. Their respective half-cell potentials
are
+2 -
Cu ™+ 2e = Cu° R E® = 0.34 V R
Fefd 4 e” > e E° = 0.77 V

Direct reactions between 502 and Mn+2, Fe+2, and N1+2 are extremely unfavored.

Their respective half-cell potentials are:

+2

Mn < + 2e” » Mn , Ee = -2.375 V ,
+2 - 0
Fe' = + 2e - Fe . E® = ~0.41 V ,
NiTE o+ 2T s N, E° = -0.23 V
s . . . +2 +2
These data indicate that for the direct oxidation of 502 by Mn =, Fe =, and
Ni+2 to occur, one would have to apply 2.54 V, 0.58 V, and 0.40 V, respectively,

of energy to the reacting system.
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Theoretical results such as these should, of course, be subjected to
experimental scrutiny. In fact, experimenters have observed the direct
reactions between 302 and 02, 03, and H202, in a water solution that are
predicted to take place on the basis of thermodynamic principles. The two

3 and Cu+2 are known to accelerate the rate of oxidation of 302.

cations Fe+
However, it has not yet been shown (to our knowledge) that the mechanism
of oxidation of 502 by Fe+3 2

Cu as products of reactions in an aqueous solution of 502, Fe+3, and Cu+

and
2

and Cu+2 is direct. The isolation of Fe+

would, for example, constitute acceptable evidence for the direct oxidation
mechanism. (It is important to remember the limitations of these electro-
chemical cell calculations. Although half-cell potentials provide a means
of predicting the direction of a chemical reaction, they do not in any way

indicate the rate at which the reaction will proceed.) Mn+2, Fe+2, and

N1+2 do not enter into a direct reaction with 502 unless energy is supplied
to the system; thus. their roles in the oxidation process must be catalytic

or indirect.

Catalytic Oxidation of 502;
cipal process for SO2 conversion under conditions of high humidity and high

Catalytic oxidation may well be the prin-

particulate concentration, such as those that exist in plumes from power
plants. Gartrell et al. (1963) reported, for example, that the rate of s0,
oxidation in a smoke plume was quite low for relative humidities lTess than

70 percent, but it increased markedly for higher humidities. In one case,
they measured a rate of 802 conversion of 55 percent in 108 minutes. Al-
though such a rate is too high to be accounted for by a photochemical mech-
anism [a conclusion based on early studies of the photochemical oxidation

of SO2 by Gerhard and Johnstone (1955)7], it is similar to that expected of
oxidation in solution in the presence of a catalyst. Since the metal sul-
fates (and chlorides) emitted in a plume from a coal-burning process are
potential catalysts for the liquid phase oxidation of 802, a reasonable ex-
planation for this process is that these particles act as condensation nuclei,
producing droplets of metal salt solution, which then act as loci for the 802

conversion.



The atmospher1c catalytic oxidation of SO2 involves both water and

dissolved O and it requires the presence of a catalyst:

2’

catalyst

2802 + 2H20 + O2 i 2H2804

Catalysts for this reaction include several metal salts, such as sulfates
and chlorides of manganese and iron, which usually exist in air as suspended
particulate matter. At high humidities, these particles act as condensation
nuclei or undergo hydration to become solution droplets. The oxidation pro-
cess then proceeds by absorption of both 802 and 0, by the 1liquid aerosol,

2
with a subsequent chemical reaction in the liquid phase.

Early experiments conducted by Johnstone and Coughanowr (1958) and
Johnstone and Moll (1960), in which they measured S0,
of MnSO4, confirmed the basic catalytic mechanism. In addition, ;tudies per-
formed by Junge and Ryan (1958) of the oxidation’of~502
tions yielded valuable information on the effects of solution acidity on the

oxidation in droplets
in bulk catalyst solu-
rate of 302 oxidation.

Recently, Cheng et al. (1971) reported laboratory results involving the

catalytic oxidation of SO, in aerosol drops containing metal salts. They

developed an aeroso]—stab?]izing technique in which aerosol particles were
deposited on jnert supporting Teflon beads in a fluidized bed. This deposi-
tion process altered neither the physical shape nor the chemical properties
of the aerosol. After packing the Teflon beads with the deposited aerosol
particles into a flow reactor, in which the catalytic oxidation of SO2 oc-
curred, the experimenters passed a mixture of SO2 and humid air through the
reactor. The SO2 concentrations at the reactor entrance ranged from 3 to 18
ppm. To monitor the progress of the oxidation, Cheng et al. continuously
measured the SO, concentration at the reactor exit. They identified reaction

2
products by analyzing the reactor contents at the completion of an experiment.

®
The rate of the direct reaction of 502 with 02,

ZSO2 + O2 -+ ZSO3 5

is too slow at room temperature to be of importance in the atmospheric
oxidation of SOZ'

45



46

The SO2 conversion progressed in three stages. During the initial per-
jod, all of the influent 502 was converted; none appeared at the reactor
exit. A transitional period followed, in which the 502 conversion rate de-
creased from the initial maximum value to a steady value. From then on, a
steady-state conversion of SO2 took place. The three-stage process can be
related to the change in solubility of 502 in a water solution as the solu-
tion becomes more acidic. The initially rapid conversion of 502 apparently
results from the high rate of dissolution of gaseous SO2 into liquid catalyst
drops. The increase in sulfuric acid in the drops soon affects the initial
stage of rapid conversion. Because HZSO4 in a dilute concentration undergoes
complete dissociation to HSOA and H+, the added H+ concentration diminishes
the solubility of 502' Fina]]y, as the solution acid concentration exceeds a
certain level, the high H concentration prevents further dissociation of
HZSO4} and the solubility of SO, becomes constant. In this final stage, the
rate of conversion of 502 to sulfate €quals the rate at which SO2 is absorbed
in the drops.

Although NaCl, CuSO4, MnClZ, and MnSO4
behavior, each salt differed in effectiveness as a catalyst for the oxida-

all exhibited the same general

tion of 502. Table 8 shows the steady-state conversions found by Cheng et
al. (1971). 1In the case of CuC12, Cheng et al. found that, rather than act-
ing as a catalyst, CuC]2 reacted directly with 502 according to the following

reaction:

302 + 2CuC12 + 2H20 =2CuCl + HZSO4 + 2HC]

Although the conversion of 802 proceeded even at very low relative humid-
ities (less than 40 percent), it did so slowly. Above about 70 percent relative
humidity, which is the level at which the transition from solid crystals sur-
rounded by a layer of water to actual solution drops takes place, the rate of
conversion increased dramatically.

The individual steps in the liquid-phase catalytic oxidation of 502 are
as follows:
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\'

The gas-phase diffusion of SO, to the drops,

2
The diffusion of 802 from a drop's surface to the interior,

\'%

\"4

The catalytic reaction in the interior.

Under steady-state conditions, the slowest of these three steps limits the
overall rate of SO2 conversion. If the gas phase diffusion of 502 to the

drops is the controlling step, then the rate of SO2 conversion should depend

on the gas velocity in the system. If the liquid-phase diffusion of SO2 con-
trols the conversion rate, then the rate can be expected to be independent of
the type of catalyst. In varying the gas flow rate through their reactor,
Cheng et al. found that the overall rate of 502 conversion was unaffected.
Since, as the results in Table 8 show, these rates clearly depend on the type
of catalyst, the rate-controlling step is the chemical reaction itself. Foster
(1969) reached similar conclusions.

’ Table 8
THE EFFECT OF DIFFERENT CATALYSTS ON 802 OXIDATION
Mean Resi-  Influent SO»

Weight dence Time Concentrations Fraction Effective-
Catalyst (mg) (min) : (ppm) Conversion ness Factor
NaCl 0.36 1.7 14.4 0.069 1.0
CuSO4 0.15 1.7 14.4 0.068 2.4
MnC]2 0.255 0.52 3.3 0.052 3.5
MnSO4 0.51 0.52 3.3 0.365 12.2

< .
The catalytic effectiveness of the various materials was compared with
that of NaCl. Thus, the effectiveness factor is the product of the
ratio of the weight of the catalyst in the reactor, the ratio of the
reactor mean residence time, and the ratio of the reaction conversion
of S0, in the reactor. The effectiveness factor for MnSO4q, for example,

is:
0.36\/1.7 \/0.365\ _
1'0(0.51)(0.52)(0.069) =12.2




For steady-state conversion in the atmosphere, Cheng et al. derived the

following first-order rate expression from their data for MnSO4:

Ro. = 0.67 x 10'2[502J ,

SO2
where RSO2 is the micrograms of 502 converted per minute per milligram of
MnSO4, [502] is the gas phase concentration of 502 in micrograms per cubic
meter, and the constant factor 1is for drops containing 500 ppm of MnSO4.

The factor can be altered for other catalysts using Table 8. We can compute
the rate of conversion of 302 for conditions typical of natural fog in an
urban atmosphere:

A\

(SOZ) = 0.1 ppm.

> The average diameter of the fog droplets is 15 y.

> Half the fog droplets contain a catalyst capable of oxidizing
502 to HZSO4. The catalyst concentration within these droplets
is equivalent to 500 ppm MnSO4.

> The fog concentration is 0.2 gram of H20 per cubic centimeter of

air.

Under these assumptions, the equivalent catalyst concentration is 50 micro-
grams of MnSO4 per cubic meter of air, and the rate of conversion of SO2 is

2 percent per hour. Typical concentrations of catalyst metals are tabulated
below:

Concentration
Catalyst (ug m-3)
Mn 10
Cu 10
In 58
Fe 74
Pb 17

Thus, the conditions of the sample calculation are reasonable for actual air.



The detailed mechanism of the catalized oxidation of SO2 is not yet
known; however, the first step in the process may involve the association
of a reactant with the catalyst. If the catalyst is a transition metal
cation, the reactant apparently enters into a coordination complex with
the cation; thus, the reactant occupies a position in the ligand field of
the metal. Matteson et al. (1969) observed that catalyst potency toward
the oxidation of 502 tends to decrease as the number of possible sites at
which 802 can compiex on the metal ion decreases. Thus, the configuration
of the 1igand field (e.g., square planar, octahedral) of a given metal ion
strongly influences the catalytic behavior of the ion.

If the first step in catalysis is, indeed, the coordination of SO2
with the cation, the rate of displacement of other Tigands in the ligand
field by SO2 must be examined. Some species form much stronger coordina-
tion bonds with transition metal ions than others do. For example, carbon
monoxide poisoning of the blood results because the binding energy of CO
to the iron in hemoglobin is much greater than that of 02. Consequently,
02 cannot displace the CO from the iron, and the body rapidly depletes the
blood of 0,. SO, can, in principle, coordinate with transition metals,

2 2
since it contains unshared electrons--a general characteristic of ligands:

S S
:0: :0: :0: :0:

(Other ligands include, for example, HZO’ NO, and CO.) But, if, as a result
of this mechanism involving transition metal cations, SO2 is to be catalyti-
cally oxidized in aerosols, it must be able to displace other ligands from
the catalyst. Because of the high concentration of water and the presumably
low relative concentrations of SO2 and catalysts in aerosols, the tendency
for 502 to displace water from the ligand field must be especially great.
Thus, an experimental investigation of the rate of HZO displacement by SO2 in
the principal catalysts for 802 oxidation is clearly needed.
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One explanation of the catalytic oxidation of SO, in solution is the

2
series of four equilibria proposed by Matteson et al. (1969):

1
50, + MnTe T Mn - 502+2 :
2
3
+2 - +2
2 - S0 L [(n - S037) - 0,1
5
[(Mn « $O72) . 0,12 2un - sot2 |
2 21 3

mnte + HS0) + Ht

=
>
w
O
+
-
o
(ool RV N

Matteson et al. made three crucial assumptions in this mechanism:

2

> S0, coordinates rapidly with Mn " (Step 1)

2

The association of Mn - SOZ2 complexes is likely (Step 3)

> Oxygen transfer to the [(Mn - SOZZ)2 . 02] complex occurs (Step 5).

Although Matteson et al. did not address these issues in formulating their
mechanism, the series of reactions provides a construct for further experi-
mental and theoretical inquiries.

It is not possible now to ascertain the extent to which the oxidation of
SO2 in solution competes with the gas phase reactions. Very littie data per-

taining to the kinetics of the reactions between SO, and dissolved salts exist

2
that can be incorporated in a predictive model. Understanding the role of SO2



in the atmosphere and, indeed, the formulation of effective SO2 control stra-
tegies will critically depend on the fundamental investigation of the types
of reactions discussed in this section. Without quantitative data upon which

to build a model, predictions are of 1ittle significance.

3. Efforts To Test the Gas Phase Reaction Mechanism for SO

D

Shortly after the inception of the project, we received the results of a
series of smog chamber experiments from EPA to use to test the 10-step mechan-
ism described in Section C-1 as a possible explanation for the oxidation of
502 in the gas phase. The experiments were carried out in a dynamic flow
reactor, and propylene, NOx’ SOZ’ and air were used as reactants. To simulate
the system, we added the SO2
mechanism for smog (Hecht et al., 1974). We had previously performed exten-

reactions (Reactions 51 through S]O) to a general

sive tests of the organic—NOX—air reactions using propy]ene—NOX—air data
obtained in the same smog chamber operated in a static mode.

Unfortunately, we found that the dynamic 302 experiments were unsuitable
for modeling for two reasons. First, the concentration of 502 in the inlet
tube fluctuated substantially during an irradiation, but the inlet concentra-
tions were not measured often enough to permit an accurate inflow profile of
502 to be generated. Second, the oxidation reactions of SO2 are quite slow
relative to the majority of other chemical transformations of interest in this
particular chemical system (e.g., the oxidation of NO and organics, and the
formation of 03). The net effect of these two characteristics of the system
was that the fluctuations in the inlet tube SO2 concentrations masked any 1oss
of SO2 due to chemical reactions.

The mechanism evaluation procedure, therefore, became more a test of the
adequacy with which the mixing and flow characteristics of the chamber were
modeled than of the accuracy of the mechanism. In view of the substantial un-
certainties in the inflow data, even very good agreement between the predic~-
tions and the data would not be sufficient to demonstrate the validity of the

mechanism. Consequently, we suspended our efforts to test th_e_‘,_SO2 mechanism
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until more carefully controlled smog chamber data become available. A new

experimental study involving organics, NOX, and SO, is now in progress; we

2
summarize that program in the following section.

4.  Future Examinations of 502 Chemistry

Under the direction of Dr. Arthur Levy, investigators at Battelle
Memorial Laboratory are presently conducting a series of organic—NOx—SOZ—air
experiments using propylene (nine runs) and toluene (six runs) as the reac-
tive organic. Under another EPA contract, we expect to employ these data to
test the 502 mechanism proposed in Section C-1. The use of these data offers

several advantages:

> The experiments are being conducted under static conditions.
Consequently, we will not have to contend with fluctuations
in inflow reactant concentrations as an additional variable
in evaluating the model,

> The chamber is still in operation (the chamber used for the
experiments mentioned in Section C-1 has been disassembled).
Thus, any chamber effects that were not yet measured can still
be determined, if needed, for the model testing exercises.

> Dr. Levy's group at Battelle has considerable experience and
expertise in studying 502 in smog chambers. Therefore, the
new SO, data will almost certainly be the best that are

2
currently obtainable.

The evaluation of a mechanism describing the oxidation of SO2 in solution
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or in aerosols is more difficult. To our knowledge, no systematic experimental

study of this process suitable for model testing has yet been carried out. Un-

til the oxidation rate of SO
determined as a function of particle size (volume, surface area), composition

0 in systems containing aerosol particles has been

and concentration of reactants in the particle, pH of the particle, and concen-

tration of SO

fidence a physical model for the oxidation of 502 in solution. As a temporary

5 in the gas phase, it will be difficult to propose with any con-
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measure, it may be possible to develop a parametric model in which the oxida-
tion of SO2 in-particles is described by the first-order reaction

k

P sz

50, -7 50y

The parameter kp can then be estimated from the following:

> Observations of the 502 oxidation rate in droplets under well-
controlled conditions, such as those used in the experiments
of Cheng et al. (1971).

> Knowledge of the composition of atmospheric aerosols.

Although a parametric mechanism is necessarily simplistic, combined with the
gas phase mechanism, it may be sufficient to predict the atmospheric conver-
sion of 502 to sulfate within the uncertainty bounds of aerometric measure-
ments. We expect to analyze the methods for selecting values of kp during
Contract 68-02-0580.

D.  SPECIAL CONSIDERATIONS REGARDING THE TREATMENT OF TEMPERATURE,
WATER, AND HYDROGEN PEROXIDE IN THE AIRSHED MODEL

In the process of reviewing previous airshed modeling exercises, as well
as considering some of the possible difficulties that might arise in the use
of the latest version of the SAI model, we identified the follewing three ques-
tions that seemed to need further clarification:

> To what extent should temperature effects on reaction rate
constants be considered in the model?

» How important are the spatial and temporal variations in
water concentration?

> Will the model predictions be sensitive to the initial con-
centration distribution of hydrogen peroxide?



In an attempt to answer these questions, we carried out various sensitivity
studies using the kinetic mechanism, and we reviewed available measurements
for some of these parameters in one of the most severe and persistent photo-
chemical air pollution regions--the South Coast air basin of California.

It is well knoWn that reaction rate constants are a function of temper-
ature., This effect is commonly expressed using the Arrhenius relationship:

E
k(T) = A wp<;§> ,

where

k = the rate constant,

A = a constant (sometimes referred to as the frequency factor),
Ea = the so-called activation energy for the reaction,

R = the gas constant,

T = the absolute temperature.

Given k at some temperature TO and the activation energy, the value of k at
any other temperature can be estimated from

E

kK(T) = k(TO) exp[} §§-<%-— %6)] . (8)

Thus, we do not need to determine b. In the computer programs, we input T0
and the values of E, and k(TO) for each chemical reaction. Then k can be
calculated at any other temperature T using Eq. (8).

Although the algorithm outlined above is not difficult to incorporate in
the model, there is some question of the extent to which spatial and temporal
variations in temperature must be considered. For example, complete specifi-
cation of the temperature as a function of x, y, z, and time would require
significant amounts of additional computer storage, not to mention the extra
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effort required of the user to assemble sufficient data to estimate the com-
plete temperature field. Thus, we undertook a study to examine the sensitivity
of the kinetic mechanism to variations in temperature that might be found in an
urban airshed. These results can be used as a guide for determining under what
conditions spatial and temporal features of the temperature field must be con-
sidered in the model.

Similar questions arise concerning the distribution of water in the gas
phase over an Qrban area, especially a region like the South Coast air basin,
in which there are coastal areas as well as inland valleys. We note that
though spatial variations of relative humidity are significant in this airshed,
it is important to examine the variations in water concentration because this
is the parameter entering the kinetic rate expressions. Thus, to determine
the extent to which provisions for treating spatial and temporal variations in
water concentration should be included in the model, we examined the sensitiv-
ity of the mechanism to variations in water concentration.

Finally, incorporation of the 31-step mechanism (excluding SO, chemistry)

in the model will require the user to specify initial and boundaryzconcentra—
tions of HNO2 and HZOZ’ two pollutants that are rarely measured routinely in
most urban areas. To obtain a rough estimate of the concentrations of these
pollutants, we can assume that each is in chemical equilibrium; thus, from the

kinetic mechanism, we can write

[HNO.] = ko {kio + 8k'9(2k8[N0][N02][H20]2 + k]Z[OH][NOJ)}]/Z
2 Ty ,
2
k. -[HO,]
[H0.] = 22~
2] = g

If a simulation is to start somewhat before dawn, use of the above relationships
would be tantamount to assuming that chemical equilibrium had been approached
during the precéding nighttime period. Although this assumption may be reason-
able for HNOZ, we note that the H202 photolysis rate constant, k]6’ would be



essentially zero at night. In fact, from the mechanism we see that there is
no "sink" for H202 other than the photolysis reaction. Thus, the use of the
equilibrium assumption for HZOZ’ especially at night, does not seem desirable.
To examine this issue further, we carried out simulation runs using the mech-
anism to ascertain its sensitivity to the initial HZOZ conditions. In the
following sections, we discuss the results obtained from these sensitivity
studies involving temperature, water, and H202.

1. The Predicted Effects of Changes in Temperature
and Water Concentration on Smog Kinetics

To determine what effect changes in temperature or water concentration
have on the concentration predictions, we carried out simulations of a smog
chamber experiment using the new kinetic scheme incorporated in the airshed
model. The base values used were those of EPA Run 333:

> [NO]C = 1.25 ppm,

> [N02J0 = 0.08 ppm,

> [C3H6]O = 0.23 ppm,

> [n-C4HTO]O = 3.41 ppm,
> [HZO]0 = 16,000 ppm,

T = 25°C.

A\

For each simulation run, we changed only one parameter from the base values.

We performed the simulations for two different temperatures, 15°C and
35°C, with all other factors kept the same. We calculated the rate constants
at the new temperatures from the base values of the rate constants (25°C) and
from measured or estimated reaction activation energies, as shown in Table 9
(Garvin and Hampson, 1974; Demerjian et al., 1974; Johnston et al., 1970).
Because the majority of the reactions in the mechanism are thermal and because
they have small positive activation energies, raising the temperature acceler-
ated the conversion of NO to NO2 and decreased the time to the onset of O3
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Table §
ACTIVATION ENERGIES OF REACTIONS IN THE GENERAL MECHANISM

_ E
A
Reaction ___ kecal mole” Reference
NO2 + hv—i;a»NO + 0 0 Estimate
0+ Q2 + M=3L%>03 +M -1 Garvin and Hampson (1974)
05 + NO—&—-10, + 0, 2.4 Garvin and Hampson (1974)
0+ NOZ-ﬁ-a—NO + 0, 0.6 Garvin and Hampson (1974)
63 + NOZ-—-;;—-;»NO3 + 02 4.9 Garvin and Hampson (1974)
NOg + NO—%Le»ZNOZ 1.4 Johnston et al. (1974)
NOg + NO, + Hy0=F—>2HNO, -1.9% Davis (1974)
NO + NO2 + 2H20——8——s’>2HN02 + HZO 0. Demerjian et al. (1974)
2HN02°5L%~N0 + NO2 + H20 9 Demerjian et al. (1974)
HNO,, + hv—L0OH + NO 0 Estimate
OH + NOZ——I--liﬁ»HNO3 -2.2 Garvin and Hampson (1974)
OH + NO—L2>-HNO, -2.2 Garvin and Hampson (1974)
OH +-C0 + (02)-—1-3—1»(:02 + NO, 0.15 Davis (1974)
HO, + NO—L4>-0H + NO, 2 Estimate
15 3
Ho2 + HOZ———a—HZOZ + 02 0 Estimate
Ho0, + hv ~185-204 0 Estimate

* The value of E, listed for this composite reaction we determined from the

values of EA for the three equivalent reactions:

Reaction EA Reference
NO3 + NOZ—-——-—-'--NZO5 -2 Demerjian et al. (1974)
N,0,——>NO, + N0y 19.4 Garvin and Hampson (1974)
N205 + HZO—-———-»—2HN03 0 Estimate
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Table 9 (concluded)

E
Reaction kcal Q(ﬂe'.I Reference
e + 0—7,R00 + aRC0D + (1-a)HO, 0.1¢ " Garvin and Hampson (1974)
Q
HC1 + 0 -—iia»RCOO + RO + HC3 3.8% Garvin and Hampson (1974)
0

HC, + OH —=>ROD + HC, - 18 Estimate

HC, + 0 -22>-R00 + OH ' 5t Estimate

ch + OH -21»R00 + H,0 Rt Estimate

HC, + hv —Z-Z—HSROO + (2- )HO, 0 Estimate

C + OH = BR?OO + (1- B)HO2 + H 0 0 Estimate

HC, + 0 —s-RO0 + OH - -
HC, + OH ~25>-R00 + H,0 - -
ROO + NO—225-RO + NO, 1 Estimate
RCOO + NO + (02)-2-7-—>ROO + N0, + €0, 0 Estimate
0
RCOO + NOZ.._?B»R%OONOZ 0 Estimate
0 0

RO + 02__2.9__»}102 + HC, 6 Garvin and Hampson (1974)

RO + NO, .._3-9~+RON02 0 Estimate

RO + NO 21, RONO 0 Estimate.

§ Estimated E, for propylene

1+ Estimated EA for n-butane



accumulation, as expected. Conversely, lowering the temperature noticeably
stowed the smog formation process. Figure 1 presents concentration-time
profiles for NO, NOZ’ 03, and propylene for each of these two runs.

We carried out similar runs at two extreme conditions of relative
humidity--0 and 100 percent--at the base temperature (25°C). These percent-
ages correspond to 0 and 32,000 ppm of HZO’ respectively. Figure 2 shows a
comparison of the predicted concentration-time profiles for these two cases
with the profile for the base case. Increasing the water concentration
accelerated the conversion of NO to NOZ’ whereas a complete elimination of
water dramatically slowed down the overall smog kinetics. Both of these
effects are attributable to changes in the production rate and equilibrium
Tevel of nitrous acid, governed by the reactions

NO + NO2 + HZO 212HNO2
Because it is virtually impossible--even with pumping and baking--to
obtain a water concentration of 0 ppm in existing smog chambers, we carried
out one final run at 3.2 ppm of HZO’ The concentration-time profile obtained
under these conditions differed from those of the completely dry run by less
than 2 percent after six hours of simulation time.

In urban areas, ambient temperatures and water concentrations change
considerably during the day and from one day to the next. Thus, the results

of these simulation runs suggest that it may be necessary to account for vari-
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ations in temperature and water concentration when modeling urban photochemical

smog. Toward this end, smog chamber experiments conducted at various constant

levels of temperature and water concentration would be most useful in ascer-
taining the effects of variations of these two parameters on smog kinetics.
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2. Specification of the Initial Concentration of H,0,

22

With the implementation of the new kinetic scheme in the airshed model,
we must now specify the emission rate and the initial and boundary concentra-
tions of a new reactant, HZOZ‘ To ascertain the accuracy with which these pa-
rameters must be determined, we carried out kinetic simulations of EPA Chamber
Run 333 (under the initial conditions listed in Section D-1) at three differ-
ent initial HZOZ concentrations: 0, 0.01, and 0.1 ppm.

The concentration-time profiles obtained for the case in which [H202]O =
0.01 ppm did not differ appreciably from those for the base case, in which
[HZOZJO = 0 ppm. The small initial HZOZ concentration resulted in a five-
minute reduction in the time to the NO, peak (305 versus 310 minutes) and a
small increase in O3 at 360 minutes (0.32 versus 0.30 ppm).

In constrast, the effect on the predictions of the presence of 0.1 ppm
of H202 initially was far more visible. Tle ccnversion of NO to NO2 was
accelerated considerably, and the NO2 peaked at 264 minutes. As a result of
the substantial reduction in the time to the NO2 peak, O3 accumulated to 0.46
ppm before the simulation was terminated at 360 minutes.

For similar simulations of another smog chamber experiment (EPA Run 349),
the initial conditions were as follows:

> [NO]O = 0.31 ppm,

> [NOZJO = 0.03 ppm,

> [propy]enejo = 0.44 ppm,
> [n—butane]o = 3.25 ppm,
> [HZO]O = 16,000 ppm,

T = 25°C.

v

In these simulations, a maximum in the O3 concentration did occur, and the
results indicate that the asymptotic ozone level is not affected appreciably
(less than 2 percent) by the initial presence of as much as 0.1 ppm of HZOZ'
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However, the H202 did serve to reduce the time that elapsed before the maximum
was reached. For example, the predicted O3 maximum occurred at 194 minutes
for EPA Run 349 when the initial charge contained 0.1 ppm of H,0,, compared

272
with 225 minutes when H202 was absent initially.

On the basis of these simulations, we feel that an effort should be made
to construct an emissions inventory for HZOZ only if the sources of such emis-
sions would lead to an ambient hydrogen peroxide concentration of more than
0.07T ppm. Should HZOZ sources contribute tess than this amount, the error in-
curred by neglecting these sources would be very small, especially prior to
the formation of the NO2 peak and at the 03 asymptote.

With regard to the specification of initial and boundary concentrations

in the airshed model, the sensitivity runs indicate that care should be exer-
cised in specifying HZOZ concentrations when they are on the order of 0.1 ppm
or larger. Data presented by Bufalini et al. (1972) suggest that HZOZ in the
South Coast air basin may reach levels as high as 0.18 ppm during a very smoggy
day. However, early morning and late afternoon levels were reported to be
about 0.01 to 0.02 ppm, thus indicating that overnight carry-over effects may
not be too significant. We hasten to add that these observations are based on
a very limited number of ambient air measurements. Additional measurements of

the diurnal behavior of HZO in an urban airshed would be useful.

2

3. Spatial and Temporal Variations in Temperature and Water Concentration
in the South Coast Air Basin

Having shown in Section D-1 that the kinetic mechanism is somewhat sensi-
tive to changes in temperature and water concentration, we carried out a
Timited effort to examine the extent of these variations in an actual airshed.
We chose the South Coast air basin for this study for two reasons. First,
photochemical smog is particularly severe in this region. Second, we expected
that the spatial and temporal variations in temperature and water concentration
found here would be as large as those found in most other airsheds where the
model might be applied.



During the summer, an onshore flow of moist marine air generally keeps
coastal areas relatively cool [temperatures in the 70s to 80s (°F)]. By the
time the air has traveled to the intand valleys, however, significant heating
has taken place, and the temperature often exceeds T00°F. In addition, rela-
tive humidities near the coast are usually higher than those measured inland.
0f course, since water concentration is the parameter of interest, the effect
of temperature on relative humidity must be considered.

Tables 10 and 11 present hourly ground-level temperature and relative
humidity data for three smoggy days in June 1974. The station location asso-
ciated with each code number is as follows:

Number Station Name

13W Lennox

2TW Long Beach

41W Burbank

61W Ontario

750 Downtown Los Angeles

Figure 3 shows the Tocation of each station. Lennox and Long Beach are repre-
sentative of coastal Tocations, whereas Downtown Los Angeles, Burbank, and
Ontario are representative of iniand communities.

To examine variations in temperature and relative humidity with height
above the terrain, we reviewed some of the measurements recently reported by
Blumenthal et al. (1974). They measured the three-dimensional distribution of
pollutants and meteorological parameters throughout the South Coast air basin
using a fully instrumented fixed-wing aircraft. We chose to examine a two-day
period--26-27 July 1973--for which numerous aircraft spirals were made, both
during the day and at night,
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-JOB MUMBER =GAMTARBLS

GROUND-LEVEL AIR TEMPERATURES IN THE LOS ANGELES BASIN ON 28-30 JUNE 1974

ATR_POLLUTION CONTROL DT&TRICT - COUNTY QF 1.OS AMGELES

Table 10

PROGRAM =GANMTABLS
DATE: 07/19/7% JEMPERATIRE / AT HOUR / In DEGREES FAHRENHEIY VA _ 14
T — et I .
-STA Ly psT - 6/PR/TA
Q 1 2 3 4 5 6 7 8 g 10 11 12 13 14 1% 1A 17 19 19 20 21 22 23 AVE N MAX
13 64 TN 75 7 6 TT IH . TI9 F9 79 79 TH 75 A9 T75.2__ 14  AD
21w 65 Y0 75 81 84 90 93 92 92 9N BH n4s 77 R3.2 13 094
L1 68 74 79 B85 97 9T 99 99 499 YR 94 95 89 85 fga,4 16 99
AN A7 75 B3 A8 93 98 1902 105 10A 10A 102 98 ©3,7 12 10A
7AW &7 70 T4 19 86 93 94 B9 B9 88 HR 87 BbH 84 B, 0 14 96
STA BT 6/79/Thn
0 1 2 3 4 S 6 7 A 9 10 11 1213 14 1% 16 1T 1A 19 20 21 22 23 AME N MAY
13W 63 65 69 TY A9 T2 72 Y2 T2 72 T0O 6T 64 63 &n.6 14 73
21u .04 A5 AR 7O 72 73 T4 TYTT _TA 75 712 73 bR Tlad 16 79
LW 65 10 T 79 84 86 84 87 HY AR H&H HY BD TS 80.7 14 Rg
ALlM 65 &9 77T 81 846 G2 95 97 95 93 97 8K 84 77 AS .1 14 97
759 67 A9 T2 T4 76 RO M1 81 N3 RS  R3I 8p 7R 73 11.3 14 __ 8%
STA HDDR PST £/30f74%
0 1 2 3 4 5 & 7 R 9 10 11 1z 13 14 15 16 7 18 19 20 21 272 23 AVE N MAX
13w N 62 62 63 66 69 69 71 TL 70 Tl T0 AT - 65 A4 67.1 14 72
21w 63 63 &4 b4 6B 0O T1 71 72 72 &9 6T 67 66 H6T.6 14 74
L1W 62 63 66 TQ T4 TH6 T9  RBQ TH F9 78 75 1) 51 2.1 .14 _ 80
61V 57 958 6Y 6T T7T B2 85 KT HB H7 YH3 1 7464 70 75.6 14 AR
T5W 66 66 66 70 72 6 7T 78 TT 17T 75 IS5 T4 In T2.8 14 78
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Table 11
GROUND-LEVEL RELATIVE HUMIDITIES IN THE LOS ANGELES BASIN ON 28-30 JUNE 1974

JOB NUMKFER =GAMYABLS AIR POLLUTION CONTROL DISTRICT - COUNTY OF LOS ARGELES.. . . . C e e e e i

PROGRAM =GAMTABLS ' '

DATE: D7/19/74 RELATIVE HUMIDITY / aT HOUR / IN PERGENT VA T&
STA ’ o ST ‘ AIIRI T4

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 14 17 18 19 20 21 22 23 AVE N HH

13 87 76 60 58 S58B 52 4R L4 44 44 4D 4] By 63 55.3__ 14 42

21w 65 59 50 36 43 32 31 31 24 26 29 31 4n 3n.5 13 26

41V 37 40 31 28 17 12 12 19 1Y 13 6 14 19 17 20.9 14 12

61w 38 _30_ 27 23 20 13 _1Q _too 10 1) 31 13 : 12,0 12 10

75W . 65 61 54 51 39 35 32 48 46 43 40 39 38 38 - 45,1 14 32
STA WOUR PST ’ 5/29/T6m

0 1 2 3 4 5 6 7 4 910 1V 12 13 14 15 1A 17 1R 19 20 21 22 23 AVE M MINM

13 90 90 T8 73 76 &R &6 66 68 68 73 81 H4 87 76.3 14 45
21W ) 75 73 65 63 59 53 55 62 50 52 57 57 55 465 . 59,3 14 50
41w . 43 46 43 3B 36 40 62 - 40 30 31 42 38 4A S6 40,8 14 30
61W 47 47 36 35 25 17T 16 2?1 25 28 34 34 K50 . 3?.1 13 16
75W ] . B2 B0 73 69 65 56 A0 5T 54 B 50 A5 AB RN 65,9 14 56
STA . HOUR PST K130/ Tl

0 1 2 3 4 5 & 7 8 9" 10 11 12 13 14 15 16 17 18 19 20 21 22 23 AVE N MIN

13W - 90 90 87 78 TD 70 64 &H 66 66 6H TH 81 84 75.4 14 A4
PARY : 3073070 10 61 ST ST 59 5T 57 63 65 65 48 63.9 14 57
L1 ‘ 8l 74 70 63 60 58 52 51 54 S5\ 81 53 &1 &R ANLAR 14 81
61W ) 100 100 93 . Y6 54 44 36 32 32 34 41 46 .54 b4 57.7 14 32
75w . 83 82 -8l 76 TO 62 67 63 62 &8 &7 10 17 80 71.6 14 62
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From the data presented in Table 10, we note that the maximum differ-
ence in temperature at any hour during the day and the variation in average
air temperatures across the basin for each of the three days are as follows:

Maximum Spatial Average Spatial
Temperature Difference Temperature Difference
Day °C °F °C °F
June 28 15 27 10 18.5
June 29 14 25 9 16.5
June 30 10 18 5 8.5

Thus, spatial variations in temperature of as much as 15°C may exist in the
Los Angeles area during the middle of the day. However, on the average, the
variations in temperature are somewhat smaller.

To show temperature variations aloft, we plotted in Figure 4 temperature
profiles above Rialto, California, at five times on 26-27 July 1973. The 13:07
sounding on July 26 exhibits a temperature difference of about 9°C. If adia-
batic conditions had persisted, we would have expected the temperature gradient
to be -0.01°C m: !
would be 10°C, which is approximately the amount observed at Rialto at 13:07.

Thus, over a 1000m interval, the temperature difference
As illustrated below, when an elevated inversion layer is present, the tempera-

ture differences in this situation may be smaller than those that would exist
under adiabatic conditions:

} Inversion layer

Height

Temperature
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For a modeling region extending to, say, 1000m in height above the terrain,
vertical temperature differences may be as large as horizontal variations.

In considering the distribution of water in the basin, we must first
convert relative humidity measurements to water concentration in ppm. Using
the definition of relative humidity, we can calculate the concentration of
water, [HZO], in ppm from the following formula:

[H20] = Bﬂﬁﬁ_fill.x 104

760

where

RH

relative humidity (in percent),

-
"

vapor pressure of water (in mm Hg) at temperature T.

Figure 5 illustrates the temporal variation of water concentration at the
five ground stations on 28 June 1974. The two coastal locations tend to exhibit
similar behavior, as do the two inland Tocations. Concentrations at the Down-
town Los Angeles site seem to be more characteristic of those found near the
coast than those observed farther inland. In general, the spatial variation
in water concentration is about 7000 to 11,000 ppm.

Examining the temperature and humidity profiles observed at Rialto on 26-27
July 1973, we calculated vertical profiles of water concentration for five times
during this two-day period. These profiles are illustrated in Figure 6. The
maximum variation in concentration measured on these days was about 8000 ppm,
as shown 1in the 17:20 profile for July 26.

In the analyses described above, we found that spatial variations in tem-
perature and water concentration in the Los Angeles basin can be as large as
15°C and 11,000 ppm, respectively. Of course, since only a very limited number
of days were examined, it is highly probable that even greater variations fre-
quently occur. Considering the sensitivity results presented in Section D-1
and the variations in temperature and water concentration cited above, it is
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difficult to conclude that these variations can be completely ignored. There-
fore, we recommend that future studies be carried out using the airshed model
itself to test various alternative strategies for treating temperature and
water. Such strategies might include treating temperature or water concentra-
tions as functions of

> Time only

> z and time

> X, Y, and time

> X, Y, Z, and time.

Toward this end we have included provisions in the computer codes to allow the
user to input temperature and relative humidity fields that vary in both space

and time,

E.  TREATMENT OF GRGANICS IN THE AIRSHED MODEL

Use of the kinetic mechanism discu;sed in Section B-1 requires that the
organic species be grouped into four classes: paraffins, olefins, aromatics,
and aldehydes. To treat a mixture of numerous organics, such as those found
in the atmosphere, "average" rate constants must be estimated for 0, OH, and
03 attack, as appropriate, for each of the four organic groups. In general,
specification of a single set of average rate constants that are invariant 1in
space and time is possible only if the individual members of each particular
group are of similar reactivity (neglecting spatial and temporal temperature
effects). Table 12 presents rate constants for 0, OH, and 03 attack on vari-
ous hydrocarbons. Because of the abundance of methane in the atmosphere and
the wide disparity in reactivities of various paraffins, we conducted a study
to ascertain the best treatment of this hydrocarbon group in the airshed model.

We considered four strategies for grouping paraffins:

(1) One reactive group including all paraffins.

(2) Two reactive groups--C, through C3 Tow reactive; Cys
C5, ces

(3) Two groups——C] through C3 nonreactive; C4, 65, ... reactive.

high reactive.

(4) Two groups--methane nonreactive; C Cy, ... reactive.

29

Strategy 3 has been employed in previous applications of the airshed model.



Table 12

RATE CONSTANTS FOR O, OH, AND 03 ATTACK ON VARIOUS HYDROCAREBONS

0 . OH
Hyrdrocarbon Rate Constant Reference Rate Constant : Referencé ] * Rate Constant Reference
Paraffins A ' ' - ’
Methane 1.8 x 1072 Herron and Huie (1969 1.6 x 10 Greiner (1967)
Ethane - 1.37 Herron and Huie {1969) 4.5 % 102 Greiner (1967)
Propane 1.23 x 10 Heicklen (1967) 1.8 x 103 .Greiner (1967)
Butane 3.2 x 10 Herron and Huie (1969) 5.72 x 10° - Greiner (1967)
Isobutane 8.8 Wright (1965) 5.12 x 103,-' Greiner (1967)
n-pentane 8.5 x 10 Herron and Huie (1969) 5.81 x 103 Greiner'(1967)
Isopentane 1.9 x 102 Herron and Huie (1969)- 6.76 x-103-; Greiner (1967)
2,2-dimethylbutane 3.0 x 10° Herron and Huie (1969) 2.80 x 10° N Greiner (1967)
Cyclopentane - 2.9 x 10°  Herron and Huie (1969)  1.11 x 10°  Greiner (1967)
2,3-dinethylbutane 1.5 x 10°  Heicklen (1967) 8.2 x 10° Greiner (1967)
-2-methylpentane 2.2 x 102‘ Estimate 8.41 x 103 Greiner (1967)
3-methylpentane 2.2 x 10> Estimate 8.41 x 10°  Greiner (1967)
n-hexane 1.36 X 102 Herron and Huie (1969) 7.16 x 103 Greiner (1967)
Methylcyclopentane 1.3 x 102 Estimate 6.87 x 100 Greiner (1967)
2,4-dimethylpentane 3.3 x ]02 Estimate 1.13 x 104 Greiner (1967)
2-methylhexane ) 2.5 % 102 Estimate 1.06 x ]04 Greiner (1967)
3-methylhexane . 2.5x10%  Estimate 1.06 x 10°  Greiner (1967)
2,2,4-trihethy1pentaﬁe 2.5 % 102 Herron and Huie (1969) 7.34 X 103 Greiner (1967)
n-heptane 1.91 x 102 Herron and Huie (1969)  8.81 x 10°  Greiner (1967).
Methylcyclohexane 1.6 x 102 Estimate 8.5 x 103 Greiner (1967)
2.4-dimethylhexane . 3.7 x 104 Estimate 1.30 x 10 Greiner (1967)
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Table 12 (Concluded)

0 : , . OH_ . %

Hydrocarbon Rate Constant _-  .Reference "Rate Constant . “Reference Rate Constant - Reference
2,5-dimethylhexane 3.7 x 107 Estimate 1.30 x 10° Greiner (1967) '
2,3,4-trimethylpentane 1.8 x 10° Herron and Huie (1969) 1.58 x 10° ‘Greiner (1967)
n-octane 2.5 x 102 Herron and Huie (1969)  1.28 x 10% Greiner (1967)
n-nonane 2.0 x 10 Estimate. 1.21 x 1ot Greiner (1967)
n-decane 2.6 x 10° Estimate 1.38 x 10* Greiner (1967)

0Olefins ) .
Ethylene 7.72 x 102 Cvetanovic (1963) 2.13 103 Morris and Niki (1971) 3.8 x 1073 Wei (1963}
f’ropy?ene 4.41 x 10° Cvetanovic {1963) 2.13 x 10.4 Morris and Niki {1971) 1.6 x 1072 Wei {1963)
Butenes 4.41 x 103 Cvetanovic (1963) 5.12 X 10* Morris and Niki (1971) 1.3 x 10-‘2 Wei (1963)
1-pentene 5.33 x 10° Morris and Niki (1971) 1.3 % 1072 Wei (1963):
Trans-2-pentene 1.13 x 10° Morris and Niki (1971) 5.0 x 1072 Wei {1963)
Cis-2-pentene "1.69 x 104 Cvetanovic (1963) 1.13 x 10° Morris and Niki (1971) 4.1 x 10_2 Wei (1963)
2-methyl-2sbutene 6.03 x 10° Cvetanovic {1963) 1.49 x 10° Morris and Niki (1971) |
Cyclopentene ! 2.35 x 107 Cvetanovic (1963) .
1-hexene 5.00 x 103 Cvetanovic (1963) . 1.5 x 10'2 Wei {1963)
Cis-2-hexene ' ' 4.1 x 1072 Wei (1963)
1-heptene _ . - 1.21 x 107 Cadle (1952)

Aldehydes )

Forfaldehyde 4.41 x 702 Estimate 1.92 x ]O4 Morris and Niki (1971)

Acetaldehyde 4.61 x 102 Estimate. 1.92 x 10* Morris and Niki (1971)

Propionaldehyde ' 3.84 x 10° Morris and Niki (1971)
Aromatics . _ ‘

Toluene 1.1 x 102 — _ Estimate

M-xylene > . -

p-xylene 4.4 x 10 Estimate Estimate

G/
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To test these schemes, we performed smog chamber simulations for a mixture
of paraffins, NOX, and CO having proportions typical of those found in the Los
Angeles atmosphere in 1969. For comparison, we carried out a baseline simula-
tion in which each paraffin was treated as an individual reactive species in
the mechanism. Thus, we compared the predictions for Strategies 1 through 4
with those for the baseline case to determine the errors introduced by each

Tumping scheme.

Initial conditions for the simulation runs were derived from air quality
measurements taken at Commerce, California, on 30 September 1969 by Scott
Research Laboratories. In particular, we used the following concentrations,

which were measured at 8 a.m. on that day:

Concentration
Species (ppm)
Co 10.0
NO 0.4
NO2 0.1
H,0 1.6 x 107
C]+ 4,213
C2+ 0.476
C]-C 3.944
C4+ 0.269

The predicted values of NO, NO

follows:

9 and O3 after 12 hours of ijrradiation were as

Predicted Concentration

(ppm)
Strategy NO NOZ 03
Baseline 0.05 0.30 0.05
1 0.04 0.30 0.07
2 0.05 0.30 0.05
3 0.09 0.28 0.03
4 0.05 0.30 0.05



77

These results indicate that Strategies 2 and 4 led to the best agreement
with the baseline case. Since Strategy 2 uses two reactive species, whereas
Strategy 4 involves only one, we plan to treat the paraffin class according
to Strategy 4 to minimize computing costs.

Thus, five organic classes are considered in the airshed model: non-
reactive hydrocarbons (methane and acetylene), nonmethane paraffins, olefins,
aromatics, and aldehydes. We recommend that future studies be carried out to
ascertain whether the olefins should be treated as a single Tumped species or
as several lumped species. In addition, it may be possible to combine the
aromatics with the nonmethane paraffins, since both groups have similar reac-
tivities and may produce similar products (according to the mechanism given
in Section B-1).

F.  INTRODUCTION OF THE IMPROVED KINETIC MECHANISM
INTO THE AIRSHED MODEL

In Sections B and C, we delineate efforts aimed at developing improved
mechanisms for describing the chemical interactions of hydrocarbons, NOy, 03,

and S0,. With regard to the HC—NOX—O system, the generalized mechanism dis-

cussedzin Section B represents a sign?ficant improvement over the 15-step
mechanism previously employed in the airshed model. Thus, we have incorpo-
rated the expanded mechanism into the model. In addition, we have implemented
in the model the 502 mechanism described in Section C, even though the mechan-
ism has yet to be validated using smog chamber data. In the present section,
we discuss our efforts to use the improved kinetic mechanism in an actual air-

shed simulation.

Installation of the new mechanism in the airshed model required that
numerous changes be made in the computer codes. Particular difficulties arose
because the number of species that must be followed in the airshed model in-
creased from 6 to 12 (NO, N02, 03, HZOZ’ HNOZ, nonmethane paraffins, olefins,
aromatics, aldehydes, SOZ’ CO and unreactive hydrocarbons). Moreover, the
programs were to be exercised on the CDC 7600 computer, which has only a iim-
ited amount of small core memory, at Lawrence Berkeley Laboratory. Thus, we
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restructured the programs somewhat to make efficient use of available small
core memory, as well as the more abundant amounts of extended core memory.
After the coding changes were made, we checked the programs by running sev-
eral test cases.

To gain some experience 1in using the new mechanism in airshed simula-
tions, we decided to exercise the model using meteorological and emissions
inputs derived in previous model evaluation efforts. We felt that using the
same meteorological and emissions inputs, to the extent possible would pro-
vide a means for ascertaining how sensitive the model predictions were to the
change in the kinetic mechanism itself. Because of our previous experience
in simulating the Los Angeles basin on 29 September 1969, we chose that day
for our initial model application effort.

Before the simulations could be carried out, we first had to compute new
splits for hydrocarbon emissions and initial and boundary concentrations.
Previously, available hydrocarbon emissions and air quality data were divided
into two groups--reactive and unreactive hydrocarbons. To use the new mech-
anism, we revised the categories to reflect the new definition of the five
organic classes--nonmethane paraffins, olefins, aromatics, aldehydes, and
nonreactive hydrocarbons (methane and acetylene).

Organics are emitted from a variety of sources in the Los Angeles basin,
including motor vehicles, refineries, and numerous other stationary sources.
Although the organic composition of automobile emissions has been documented
by several investigators, very little information is available for use in es-
tablishing guidelines for estimating the composdtion of the stationary source
emissions. For the purposes of this study, we assumed that the composition of
stationary source emissions is the same as that for automobiles. Although we
recognize that this is not necessarily a good assumption, our main objective
was simply to make "reasonable" estimates of the emission splits to exercise
the model. A more refined inventory can be derived using the results of a

recent study of organic emission control strategies carvied out by Trijonis

and Arledge (1975). Unfortunately, their results were not available in time
for inclusion in this study.



Using organic composition data derived from tests of 10 automobiles
reported by the Bureau of Mines (1973), we estimated the following mass
emission splits:

Mass Split

Group (percent)
Nonmethane paraffins 29
Olefins 30
Aromatics ' 23
A]dehydes* 5
Nonreactive hydrocarbons 18

Thus, we added previous estimates of reactive and nonreactive hydrocarbon
emissions to estimate the spatial and temporal distribution of total hydro-
carbon emissions. Then, we multiplied the emission splits cited above by
the total hydrocarbon emissions in each grid cell to estimate the distri-
bution of emissions for each of the five classes.

We calculated initial and boundary concentrations using our previous
estimates of reactive and nonreactive hydrocarbon concentrations in conjunc-
tion with gas chromatographic analyses of ambient air in the basin for
29 September 1969 reported by Scott Research Laboratories (1970). We derived
the following relationships:

[0lefins] = O.211[CR],

[Paraffins] = O.414[CR] + 0.057[CNRJ,

1

[Aromatics] O.376ECR] + 0.003[C

NR:I 3
[Aldehydes]

1!

0.04 ppm,

[Nonreactive hydrocarbons] = 0.94[CNRJ,

where [CRJ and [CNR] are the original estimates of reactive and nonreactive

hydrocarbon concentrations, respectively.
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*
Aldehyde emissions are estimated to be about 5 percent of the total hydrocarbon
emissions. Since aldehydes were not included in the original SAI inventory for

Los Angeles, the total percentage adds up to 105 percent. Thus, we increased

the total organic emissions by 5 percent to reflect the additional aldehyde

emissions.
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Figures 7 through 12 illustrate some of the predictions obtained from
the SAI model using the 31-step kinetic mechanism and the emissions and air
quality inputs described above. These figures also show the predictions
from the analogous simulation in which the 15-step mechanism was employed.
In general, the most obvious characteristic of these results is that the 0

3
production seems to have been accelerated, leading to higher predicted O3
levels. However, in many instances the NQ2 predictions are in better agree-
ment with the measurements. especially during the late morning and early

afternoon.

It is difficult to make any assessment now of the enhanced reliability
of the model resulting from the incorporation of the new 31-step mechanism.
However, considering the nature of the available model inputs used in this
study, the results are encouraging. We recommend that a greater effort be
expended in future work to assemble an appropriate organic emissions inven-

tory. Furthermore, the enhanced production of 0, observed in the results

presented here may be caused in part by inaccuragies in the treatment of
aldehyde photolysis or NO removal in the mechanism. We assumed that alde-
hyde photolysis is proportional to that for NOZ' However, shifts in the UV
spectrum throughout the day may invalidate this assumption. Finally, NO may
be removed too rapidly in the mechanism, thus, allowing O3 levels to build
up prematurely. These issues can be resolved only by subjecting the model
to a comprehensive evaluation. We recommend that such an undertaking be

considered in the near future.
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ITT METEOROLOGY-RELATED DEVELOPMENT ACTIVITIES

Steven D. Reynolds
Mark A. Yocke
Jody Ames

In our previous model development and application efforts, we made
several assumptions about the treatment of meteorological parameters. Among
these, the most notable are the following:

> Wind shear effects can be neglected.

> A diffusivity algorithm that is solely a function of wind
speed and height can be used.

> The base of an elevated inversion layer is a suitable choice
for the top of the-modeling region.

However, these assumptions clearly introduce inaccuracies. First, the wind
flow field is fully three-dimensional and should be treated accordingly.
Second, the magnitude of the turbulent diffusivity depends on atmospheric
stability and surface roughness, as well as on wind speed and height. Third,
significant quantities of pollutants trapped in an elevated inversion layer
may be injected into the mixed layer as the stable Tayer is eroded by surface
heating effects. Moreover, ground-based inversions frequently occur at night.
Thus, further consideration needs to be given to the definition of the model-
ing region and the treatment of inversion layers in the model. In the follow-
ing sections, we discuss our efforts to improve the treatment of wind fields.

diffusivities, and inversions in the airshed model.
A.  MODEL SENSITIVITY TO THE INCLUSION OF WIND SHEAR

The results of model sensitivity studies reported in Volume I indicate
the importance of accurately specifying the wind speed and direction through-
out the region of interest. In this section, we discuss additional sensitiv-
ity studies that were carried out to assess the importance of characterizing
wind shear effects. The results of this effort will be useful for establish-
ing (1) the need to extend our existing meteorological algorithms to treat
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wind shear and (2) the extent to which vertical wind soundings should be
taken over urban areas.

Accurate specification of winds aloft is usually-hampered in a grid
model by a dearth of appropriate measurements. Since the full three-
dimensional structure of the wind field must be input to the model, par-
ticular attention must be given to this aspect of model usage. The fol-
Towing are four possible means for establishing the complete wind field:

(1) Assumption of a "flat" velocity profile, where the estimated
ground-tevel wind speeds and directions are assumed to be
invariant with height (i.e., wind speeds and directions are
a function only of x, y, and t).

(2) Calculation of the winds aloft by scaling the ground-level
winds according to the findings of previous wind shear
studies (i.e., assumption of a form for the wind shear,
such as a power law profile).

(3) Interpolation for the wind speeds and directions using
actual wind soundings aloft.

(4) Prediction of the wind flow field using a numerical simu-
lation model.

The first alternative, which is the simplest, is useful for establishing the
basic characteristics of the flow field. Previous SAI simulations have used
this approach. For more refined estimates of the wind field when no measure-
ments aloft are available, the second technique can be used. The last two
alternatives afford the best means of specifying winds aloft, provided that--
for Alternative 3--the measurement network is sufficiently dense and that--for
Alternative 4--the model has been validated. At present, Alternatives 2 and 3

appear to represent the best means for accurately specifying winds aloft.

An important step in procuring a data base for describing the upper level
winds is being made in the RAPS program for St. Louis. One aspect of this com
prehensive data gathering study will be the regular monitoring of winds aloft
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at two to four sites in this metropolitan area. Using the surface wind data
in conjunction with the upper wind measurements, one should be able to esti-
mate with reasonable accuracy the structure of the wind field over this urban
area.

To gain some insight into the importance of wind shear effects on the
predictions obtained from the photochemical airshed model, we carried out a
series of comparative simulations for the Los Angeles basin, using both "flat"
and power law wind velocity profiles. Since vertical wind soundings were not
available for Los Angeles, we used only the surface-based measurements to gen-
erate both wind fields. In the following subsections, we further describe the
treatment of wind shear and discuss the results of the simulations.

1.  Wind Velocity Profile

Variations in horizontal wind with height have been the subject of inten-
sive study in meteorology for years. Assuming neutral stability conditions,

von Karman derived a logarithmic relationship for the mean wind velocity in
the sublayer (surface layer) of the atmospheric boundary layer from theoreti-
cal considerations (Plate, 1971):

where

U = wind speed at height Z,
u, = the friction velocity,
ZO = the roughness parameter,

= the von Karman constant.

Subsequently, this relationship was verified through experiment. For diabatic
conditions, Laikhtman (1944) and Deacon (1949) proposed that the expression
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u o ] 7 \I-8
u, K{T - g) 76 -1 (10)

be used, where g is a function of atmospheric stability.
Within the remainder of the atmospheric boundary layer (i.e., above the

sublayer), wind profiles are usually characterized by an empirical power law.
Blasius was the first to describe the mean velocity distribution by the fol-

I M

~ Z

— Juniiy R 'I"
Ur <ZR> an

where !R is the wind velocity vector at a reference height ZR' The exponent

Towing general relationship:

M is a function of ground surface roughness and atmospheric stability.
DeMarrais (1959), Davenport (1965), Shellard (1965), and Jones et al. (1971)
performed experiments to derive quantitative relationships for M. On thz
basis of their findings, they estimated that M is 1ikely to be within the fol-
Towing range:

0.4 > M > 0.2

Because of its applicability over the entire boundary layer, we selected
the mean velocity power law relationship [Eq. (11)] as the most suitable avail-
able description of the wind speed shear. We chose 0.2 as a representative
value of M for an urban area, such as Los Angeles.

2. Implementation of the Wind Velocity Profile

The numerical integration scheme used in the grid model requires that the
average wind velocity be specified at each grid cell interface. The integra-
tion of Eq. (11) along the vertical axis from the lower cell boundary to the
upper, followed by division by the cell depth, yields the expression for the
mean horizontai wind velocity over a horizontal cell interface:
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U

) Ur (M
U= T <Zt - 4 ) ; (12)
(Zt - Zb)ZR(M + 1)

where Zt is the elevation at the top of the cell and Zb is the elevation at
the bottom of the cell. Equation (12) can be used to obtain both the x and
y components of the mean velocity for each horizontal grid cell interface
within the modeling region. Assuming that turbulent atmosphere flow is in-
compressible, the vertical advective velocity, w, can be computed from the
continuity relationship:

AU, BV oW
3X ¥ oy * 3z 0 ’ (13)

3. Computer Coding

To incorporate the wind shear algorithms given by Egs. (12) and (13),
we made appropriate coding changes in the computer programs embodying the
airshed mode?. The result of these alterations was a slight increase in
both machine storage requirements and CPU time.

4. Description of the Experiment

After we altered the computer codes, we designed an experiment to ex-
amine the sensitivity of the airshed model to wind shear effects. To insure
that the deviations in predicted concentrations are caused only by dissimi-
larities in the prescribed wind fields, we made test runs using both the
original code (in-which a flat profile was assumed) and the newly revised
code with M set equal to zero. From Eq. (12), if M = 0, we obtain the same
flat wind profile as was used in the original formulation of the model.
Meteorological and emissions data for Los Angeles on 29 September 1969 served
as input data for predicting cbncentrations of RHC, URHC, NO, NOZ’ 03, and CO,
using both the modified and unmodified programs for the hours 0500 through
1500 PST. The two programs produced identical predictions, thus indicating
that all coding alterations had been implemented properly.
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Finally, we ran the modified program using a value for M of 0.2, and
we compared the output of this program with the previous unmodified compu-
tations (assuming a flat velocity profile). Figures 13 through 20 show
plots of the average and maximum deviations in ground-level concentrations
for each species as a function of time. Here, the concentration deviations
are defined as the predicted concentrations with wind shear minus the

corresponding concentrations predicted when wind shear is neglected.

5. Discussion of the Results

An examination of the simulation results reveals the significance of
incorporating the power law wind profile in the grid model. Because the
velocities are systematically altered through the appltication of the wind
profile algorithm, the computed wind velocities at the inversion base and
ground-level heights were increased, relative to the straight profile
values (M = 0), by as much as 70 and 20 percent, respectively. The wind
velocities averaged over the entire mixing depth were consistently much
larger than the uniform profile values. As one would expect, therefore,
the results of the sensitivity experiment, which was performed with a 25
percent increase in all wind velocities (see Chapter IV of Volume I), are
strikingly similar to those shown here.

A characteristic of both the wind speed and wind shear sensitivity
studies 1is that, when the concentration maps are compared with those gener-
ated for the base case, a perceptible translation of concentration isopleths
toward the northeast, the prevailing wind direction, is observed. In addi-
tion, the majority of maximum concentrations are located in Grid Columns 20
through 25; this result was expected because the translation of concentration
isopleths is greatest when the path of travel is longest. The fact that
average overall deviations for all species are negative also supports the
hypothesis that the net effect of the inclusion of wind shear is similar to

that resulting from a simple increase in wind speeds.
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The results of this study clearly indicate that wind shear phenomena
should be included in the airshed model. Of course, it would be most help-
ful in the construction of velocity profiles to have wind data taken aloft
in cities where the model is to be applied.

B.  TREATMENT OF WIND SHEAR IN THE AIRSHED MODEL

On the basis of the sensitivity results presented in the previous
section, we included provisions in the computer programs for treating a
fully three-dimensional wind field. To facilitate usage of either theo-
retical wind shear relationships or actual wind data aloft, we structured
the air quality simulation program to accept the three-dimensional wind
field inputs directly from the meteorological data file. The user assembles
the wind field inputs by employing the Automated Meteorological Data
Preparation Program. Thus, all wind shear algorithms and interpolation
routines are embedded in the meteorological data program. By structuring
the airshed simulation package in this way, we.have enabled changes in the
treatment of wind shear to be accomplished without modifying the photochem-
ical dispersion model code.

In many urban areas, sufficient soundings of the winds aloft are sel-
dom available for use in constructing the complete flow field. Therefore,
we initiated efforts to derive a set of theoretical wind shear relationships
using results obtained from Deardorff's planetary boundary layer model.
These relationships are presented and discussed in Chapter II of Volume III.
For use in those urban areas where numerous pibal or other suitable data are
available, we recommend that an algorithm be developed and installed in the
Automated Meteorological Data Preparation Program for the construction of
wind fields aloft using the available wind soundings.

C.  EXAMINATION OF AN ALGORITHM FOR DERIVING MASS-CONSISTENT WIND FIELDS
One of the assumptions commonly invoked in airshed modeling is that the

air flow in the planetary boundary layer is incompressible. Under these con-
ditions, the velocity components satisfy the following continuity relationships:
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.?i-{-.a_v_-}-_a—‘izo s
3x | oy | ez

(14)
where u, v, and w are the x, y, and z components, respectively, of the wind
velocity vector. In the SAI model, the z coordinate is normalized by the
depth of the modeling region, in which case Eq. (14) becomes

ual | avaH . oW _ (15)

oX oy 3p ’
where

o = [z - hly)I/H GGyst) = h(xy) ],
Ht = the elevation of the top of the modeling region,
= the terrain elevation,
AH = Ht(x,y,t) - h(x,y),
w - -u[(sh/ax) + p(8aH/ax)] - v [(3h/dy) + p(3AH/dy)]

=
8}

In typical airshed model applications, estimates of u(x,y,z,t) and
v(x,y,z,t) are obtained from the available data on wind speed and direction,
both at ground Tlevel and aloft. Once the horizontal components are specified,
Eq. (15) can be solved for W. Writing this equation in finite difference
form, we obtain

_ s .
Wi gokes = Mg ,ky T Ex [(“AH)1+1/2,j,k (“A”)i-z,j,k]

2o :
‘Ay[(VAH)i,j+1/z,k (VA”)i,j-l/z,k} > (19)

where the integer triple (i,j,k) designates the center of a grid cell. Equa-
tion (15) is solved subject to the constraint of

W=20 (17)
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at p = 0, which simply states that either the wind speed is zero at the
ground or the wind is flowing parallel to the terrain. By first estimating
the horizontal wind components and subsequently solving Eq. (15) for W, we
insure that the net flux of air into each grid cell is zero.

One difficulty associated with the windifield methodology described
above is that nonzero vertical velocities may be calculated at the top of
the modeling region. Thus, pollutants may be advected out of the modeling
region, even though a stable capping inversion layer is present. This situ-
ation is somewhat contrary to the usual belief that an elevated inversion
layer suppresses vertical transport, although buoyant air parcels may pene-
trate the stable layer to some extent. It is important to note that the
calculated vertical motions are, in part, the result of inaccuracies in the
predicted horizontal wind components, especially aloft, where few measure-
ments are generally available.

In previous efforts, we examined means for removing convergence and
divergence areas in the flow field aloft (see Roth et al., 1971). However,
these attempts to force the vertical velocities to obey some specified con-
straint, such as a zero velocity at the inversion base, failed to produce
acceptable wind fields. In many instances, the algorithms generated hori-
zontal wind speeds aloft in excess of 40 mph. Under the present contract,
we revisited this issue of constructing mass-consistent wind fields in light
of the findings of recent studies in this area reported in the literature.

1. The Governing Equations

The problem that we address: here is as follows: Given a set of initial
estimates of u and v over the modeling region, how should these wind speeds
be adjusted to yield vertical wind velocities that not only satisfy Eq. (14),
but also obey some imposed constraint. The methodology described below is
similar to that given by Fankhauser (1974).
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Let Ug and Vo designate the initial estimates of the horizontal wind
components, which have been obtained through, say, the application of inter-
polation procedures. The values of u and v to be employed in the grid model
are obtained by defining a function ¢ in the following manner:

uaH = (usH)y + -g—;% , (18)
VAH = (voH)y + % ) (19)

Note that we attempt here to adjust only Uy and Vo> not AH. Substituting Egs.
(18) and (19) into Eg. (15), we obtain

2 2 9 (uAH a(vaH
é_%+i_g=~_ﬂ-- ekl _ 2wy . (20)
5x 3y op oX oy

We define thc terms on the right-hand side of Eq. (20) as follows:

D = - %o s (21)
3(uaH) 3(vaH)
- 10 0
DO X * N (22)

Thus, Eq. (20) becomes

2 2
LN,

ax"  dy 0

At this point, recall that from Eq. (17) W must be zero at the ground. Fur-
thermore, we wish to impose a constraint such as

W=W (24)

at the top of the modeling region. If we set WT = 0, then pollutants will not
be allowed to advect up into the inversion layer.
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Operationally. Eq. (23) is written in finite difference form and-is
sotved on successive layers of grid cells in the x-y plane. Thus, in
finite difference notation, Eq. (23) becomes

(6] =0 - (b i, (25)

ik e

where [V2¢J1,j,k is the usuai five-point difference operator for the Laplacian.
Before Eq. (25) can be solved numerically, however, an additional relationship
for D - D0 must be determined, and appropriate boundary conditions must be
specified,.

In a study carried out by 0'Brien (1970), a general objective analysis
technique is described for adjusting the divergence and vertical wind speeds
associated with wind fields derived from mesoscale rawinsonde data. The es-
sence of this work is that expressions for D - DO can be derived on the basis

of an assumed form of the errors associated with the values of D For example,

0"
if the errors in D0 are independent of height, then it can be shown that
[(W )n - W ]
D. ., - (D)., . = 2ok 0 T ; (26)
1,J,l( 0 13J:k Ap([()

where K is the total number of grid cells in the vertical direction. Further-
more, if the errors in DO are assumed to be proportional to height above the
terrain, then

DiL3.k "

2k[JM + W ]
,J k+1
(DO)_],J’K = K T 'I) . (27)

If numerous ground-level meteorological monitoring sites were scattered over
an urban area of interest, and few upper-level soundings were available, then
it seems reasonable that the errors in the estimated winds aloft would be some-
what larger than those for winds near the ground. Thus, Eq. (27) may provide a
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more satisfactory relationship for D - DO' Note that the perturbations to
the flow field near the surface are significantly smaller if one uses

Eq. (27) than they are if Eq. (26) is used, as demonstrated in the next
section.

In specifying boundary conditions, one has two possible cheoices: the
Dirichlet (¢= 0) or the Neumann (3¢/sn = 0) boundary condition. Physically,
the former treatment leaves the u component of the velocity unaltered along
boundaries parallel to the x-axis and the v component unaltered on boundaries
parallel to the y-axis. In the latter case, just the opposite is true.
Fankhauser (1974) employed the Dirichlet condition in his study, and Liu et
al. (1974) report that in simulations using a similar type of model, the
results were not significantly influenced by the choice of one formulation
over the other.

2. Tests of the Model

To test the model described in the previous section, we carried out a
study to determine the magnitude of the alterations that would be predicted
for the typical wind fields previously used as input to the SAI airshed model.
Thus, we rendered the wind fields used in the 29 September 1969 model evalua=-
tion study for Los Angeles (see Reynolds et al., 1973) mass consistent; more-
over, we constrained the vertical velocity W to be zero at the base of the
inversion layer. We used a 25 x 25 x 5 grid layout, where Ax = Ay = 2 miles
and Ap= 0.2. Since wind shear was neglected in the Los Angeles study, we
considered Ug and Vo to be functions only of x, y, and time. Tables 13 through
15 illustrate the nominal wind speeds and directions and mixing depths for
6 a.m. and 3 p.m. on 29 September 1969. These maps served as the inputs to

the mass-consistent wind algorithm.

In performing the calculations with the model, we wished to assess the
sensitivity of the predictions to (1) the manner in which D - DO is approxi-
mated [i.e., the use of Eq. (26) or (27) and (2) the choice of either
Dirichlet or Neumann boundary conditions. Furthermore, we examined the nature
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HOURLY AVERAGED WIND SPEED AND DIRECTION IN THE LOS ANGELES BASIN
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HOURLY AVERAGED WIND SPEED AND DIRECTION IN THE LOS ANGELES BASIN
ON 29 SEPTEMBER 1969 AT 3:00 p.m. PST
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MIXING DEPTHS IN THE LOS ANGELES BASIN
ON 29 SEPTEMBER 1969 AT 6:00 a.m. AND 3:00 p.m. PST
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of the changes in the flow field at two levels on the grid: near the surface
and at the top of the modeling region (i.e., k = 1 and k = 5)*. The results
of these simulations are presented in Tables 16 through 23. Table 24 summar-
izes the nature of the inputs and the treatment of the parameters in the wind
algorithms corresponding to each table. The predicted changes in wind speed

and direction given in these tables are defined as follows:

11!

ps= (2 + 212 (uz N V2>1/2 ’

0 0

u
57.2958 [tan'1<i>— tan']<—o>:g )
\Y VO

where AS and A¢ are the reported changes in wind speed and direction, respec-
tively.

AB

3. Discussion of the Results

Reviewing Tables 16 through 23, we note that wind speed and direction are
altered by no more than about 11 mph and 93°, respectively. To place some perspec
tive on these results, we must consider the magnitude of the errors associated
with the input wind fields themselves. Typically, the uncertainties in the
wind fields employed in airshed simulations are on the order of 2 mph in
speed and 60° in direction. For the most part, the predicted perturbations
in wind direction are smaller than 60°. However, significant alterations
in the wind speed are predicted for the 3 p.m. wind inputs. These predic-
tions are the result of generally higher wind speeds and a greater degree
of convergence and divergence in the interpolated wind field.

%

Since u, and v, are considered to be independent of z, the perturbations
calculaled usigg Eq. (26) are the same in each layer of grid cells. Thus,
the change in speed and direction is reported only for the bottom layer of
cells (i.e., k = 1).



23 -.€
24 -.8
23 -0
22 .0
21 2
20 3
19 o1
1] ]
17 .Y
16 .y
15 ~.0
14 -0
13 -.8
2 ~.0
it -.@
10 -.0
9 -.0

8 ~.0

k4 -.0

[ -0

L] -8

4 -.0

E:] -.0

2 -.0

] -

1

25 -2
24 [}
23 2
22 -1
21 13
20 -21
19 -8
1:} -2
17 -4
16 -0
18 2
14 1
13 @
] L]
11 -e
1e [}
° L]

e -0

T ~1

[] -2

L] -2

4 -1

8 -1
2 -
1 -0

=21
-21

-.0
-9
~1.9
-.9
-1.2

-r.2

-7

-2
-.2
~.2
-2
-2

-.1

10
1]
10

-8
bl
~14
L U]

19
23

22.

18

-7
-0

-2
-0

-.d
-
~.2
c=e2

23
3z
at
26
15

19,

12
-2
-7
-8
-8
-

1

[

1
-0
-2
-3
-8
-0
-0
-0
-0

* See Table 24 for a description of the experimental

-.8
-9

-0

14

a1
1]
29
27
24
27
22
3
~B
-8
-7
-1
-0
-1
-8
~1
-4
-4
-0

-0 @ o o o

2e
30
86
26
24
28
20

-2
-6
-6
-8

-- e o @

-.3

-3

-3
-.9

-.8

-0
-4
-7

-1l.1

-7

S ]
~4
-4
-4
-4

Table 16
PREDICTED CHANGES IN WIND SPEED AND DIRECTION FOR CASE 1*

(a) Wind Speed
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